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Foreword

Scattering amplitudes are central to particle physics: their modulus square is the most important

ingredient in the computation of cross sections. In the last few years, they have been assuming an

increasingly relevant role also in gravitational scattering, e.g. in black-body scattering with emission

of gravitational radiation.

In particle physics, the traditional approach to the computation of an unpolarised cross section

is to square the amplitude and sum over the polarisations of the external states. The outcome is an

expression in terms of Mandelstam invariants and masses. The traditional workflow:

Lagrangian → Feynman rules → Feynman diagrams → scattering amplitude → squared amplitude

→ cross section

has a bottleneck in squaring the amplitude, because if n Feynman diagrams contribute to the am-

plitude, n2 terms will appear in the square of the amplitude. The computation becomes quickly

intractable as the number of external particles grows.

With gluons only, here is the number of Feynman diagrams in the amplitude as a function of the

number of external gluons:

# external gluons # Feynman diagrams

4 4
6 220
8 34,300
10 10,521,900

Then we must square the amplitude: the number of terms becomes quickly intractable even with

state-of-the-art computers.

Fixing the polarisations ,i.e. for massless particles the helicities, of the external states, improves

a lot the computation: for a given helicity configuration, the amplitude is a complex number. Then

we just square that number.

Further, different helicity configurations do not interfere in the squared amplitude, summed over

the polarisations. So if an amplitude has m helicity configurations, the squared amplitude, summed

over polarisations, is the sum of m squared amplitudes at fixed helicities.

Last but not least, the amplitude will turn out to be much simpler than what might have been

guessed for the sum of n Feynman diagrams. For some helicity configurations in particular, the

maximally helicity violating (MHV) ones, amplitudes are just a monomial function of kinematic

invariants.

Amplitudes at fixed helicities were introduced in the 80’s. For massless fermions, they are con-

venient because helicity and chirality coincide, and chirality is preserved on massless-fermion lines.

That reduces the number of helicity configurations to be computed. Further, it was found that fixed

helicities were convenient also to represent external photons or gluons. Finally, what really changed
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the game was the discovery in 1986 by Parke and Taylor [1] that MHV amplitudes for the scattering

of an arbitrary number of gluons are written as just one term, a rational function of kinematic in-

variants. Shortly after, it was realised that amplitudes are organised in complexity according to the

degree of helicity violation: the simplest are the MHV amplitudes(±± ...±∓∓), the next to simplest

are the next-to-MHV (NMHV) (±± ...±∓∓∓), and so on.

Ultimately, one might want to re-think the role of quantum field theories in particle physics

emphasising on-shell structures, keeping in mind that the fundamental pillars which any possible on-

shell formulation of particle physics will share with quantum field theories are quantum mechanics

and special relativity.

In the first part of these lectures, we will review these developments and the subsequent event in

this story, the Britto-Cachazo-Feng-Witten (BCFW) on-shell recursion relations [2].

Helicity amplitudes have started making their way in QFT textbooks. They can be found in

[3, 4, 5, 6].

There are also dedicated reviews on the topic. The first, and still very informative, is [7] and

then the lectures by [8, 9, 10], the SAGEX reviews, in particular the first [11], and a review on

colour-kinematics duality [12].

Finally, there are a few books on scattering amplitudes [13, 14, 15].

I will pick up threads, ideas and examples from all of the sources above.
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Chapter 1

Tree amplitudes

1.1 One-particle states

Amplitudes scatter particles, which are on-shell states. Let us see then how we can characterise

quantum one-particle states. They can be classified according to how they transform under the

inhomogeneous Lorentz (or Poincaré) group. In this presentation, we follow sec. 2.5 of ref. [16].

The components of the momentum commute with each other, so they can be chosen to express

a particle as an eigenvector of momentum. The discrete degrees of freedom (like helicity, or possibly

other quantum numbers) will be labeled by σ. So the one-particle state can be written as |p;σ⟩ with

P µ |p;σ⟩ = pµ |p;σ⟩ . (1.1)

We assume that for every transformation Λ of the Lorentz group, we have a unitary operator U(Λ)

acting on the Hilbert space, such that U(Λ1Λ2) = U(Λ1)U(Λ2).

The Lorentz transformation properties of P µ are given by

U(Λ)P µU−1(Λ) = Λν
µP ν , (1.2)

which says that under Lorentz transformations P µ transforms as a vector (remember that ηµνΛ
µ
ρΛ

ν
σ =

ηρσ and (detΛ)2 = 1 imply that Λµ
ν has an inverse (Λ−1)µν = Λν

µ = ηνρη
µσΛρ

σ).

The effect of acting on |p;σ⟩ with the operator U(Λ) is to yield an eigenvector of P µ with eigenvalue

Λp,

P µU(Λ) |p;σ⟩ = U(Λ)(U−1(Λ)P µU(Λ)) |p;σ⟩

= U(Λ)(Λ−1)ν
µP ν |p;σ⟩

= Λµ
νp

νU(Λ) |p;σ⟩ . (1.3)
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So U(Λ) |p;σ⟩ must be a linear combination of Lorentz-transformed one-particle states,

U(Λ) |p;σ⟩ = Cσσ′ (Λ, p)
∣∣∣Λp;σ′∂

, (1.4)

where it is understood that the index σ′ is summed over. The issue is then to express the coefficients

Cσσ′ (Λ, p) in terms of the irreducible representations of the Poincaré group.

The only functions of pµ which are left invariant by (proper orthochronous) Lorentz transforma-

tions are p2 = m2 and, if m2 > 0, the sign of p0. For each p2, we can choose a reference momentum

kµ, such that pµ = Lµ
ν(p; k)k

ν and we can define the one-particle states as

|p;σ⟩ = U(L(p; k)) |k;σ⟩ . (1.5)

We can see how |p;σ⟩ transforms under general Lorentz transformations,

U(Λ) |p;σ⟩ = U(Λ) U(L(p; k)) |k;σ⟩

= U(L(Λp; k)) U (L−1(Λp; k)ΛL(p; k))︸ ︷︷ ︸
W

|k;σ⟩ . (1.6)

Now, W = L−1(Λp; k)ΛL(p; k) maps k to p = L(p; k) k, then to Λ p, then back to k, so it leaves kµ

invariant,

W µ
νk

ν = kµ . (1.7)

The subgroup of the Lorentz group made of the Lorentz transformations which leave kµ invariant is

the little group.

The action of W on the reference state |k;σ⟩ yields a linear combination of reference states,

U(W (Λ, p; k)) |k;σ⟩ = Dσσ′ (W (Λ, p; k))
∣∣∣k;σ′∂

, (1.8)

where the coefficients Dσσ
′ provide a representation of the little group. But,

U(Λ) |p;σ⟩ = U(L(Λp; k))U(W (Λ, p; k)) |k;σ⟩

= Dσσ′ (W (Λ, p; k))U(L(Λp; k))
∣∣∣k;σ′∂

= Dσσ′ (W (Λ, p; k))
∣∣∣Λp;σ′∂

. (1.9)

Comparing it to eq. (1.4), we see that the issue of determining the coefficients Cσσ′ (Λ, p) has been

reduced to the issue of finding the representations of the little group.

Therefore, a particle transforms under representations of the little group. An n-point scattering

amplitudeMn is then labelled by the one-particle states, |pi;σi⟩ with i = 1, . . . , n. Poincaré invariance
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implies that

Mn(pi;σi) = δD(pµ1 + · · ·+ pµn)Mn(pi;σi) , (1.10)

MΛ
n (pi;σi) =

n∏
i=1

Dσiσ
′
i
(W )Mn((Λp)i;σ

′

i) . (1.11)

For massive particles, as reference momentum we choose kµ = (m, 0, 0, 0), and it is fairly obvious

that the only Lorentz transformations which leave invariant a massive particle at rest are the rotations.

So in four dimensions, the little group is SO(3), which is isomorphic to SU(2).

For massless particles, as reference momentum we may choose a particle in any direction, say in

the beam axis, so that kµ = (E, 0, 0, E). Then it is shown in app. H.2 that the little group is ISO(2),

i.e. the group of two-dimensional rotations about the beam axis, SO(2), which is isomorphic to U(1),

complemented by two translations.

In D dimensions, these groups become SO(D − 1) in the massive case, and SO(D − 2) comple-

mented by (D − 2) translations in the massless case.

In the massless case in four dimensions, the generator of rotations about the beam axis is Jz and

its eigenvalue is the helicity,

Jz |k;σ⟩ = σ |k;σ⟩ , (1.12)

while the generators of translations are ditched, because they generate continuous eigenvalues which

are not observed in Nature, so the eigenvectors are taken with null eigenvalues: see sec. 2.5 of ref. [16].

Thus, massless particles in four dimensions are labelled by their momentum and helicity.

1.2 Spinor-helicity formalism

Let us introduce the conventions that we use:

• Light-cone coordinates: p± = p0 ± p3

• Complex tranverse momentum: p⊥ = p1 + ip2

such that 2p · q = p+q− + p−q+ − p⊥q
∗
⊥ − p∗⊥q⊥ and p2 = p+p− − p⊥p

∗
⊥.

For a light-like momentum: p2 = 0 ⇒ p+p− = p⊥p
∗
⊥.

The Pauli matrices are used in the combination:

σ+ = 1
2
(1 + σ3) =

Ñ
1 0

0 0

é
, σ− = 1

2
(1− σ3) =

Ñ
0 0

0 1

é
,

σ⊥ = 1
2
(σ1 + iσ2) =

Ñ
0 1

0 0

é
, σ⊥ = 1

2
(σ1 − iσ2) =

Ñ
0 0

1 0

é
,

such that if σµ = (1, σ⃗) and σµ = (1,−σ⃗), then

p · σ = p01 − p⃗ · σ⃗ = p+σ− + p−σ+ − p⊥σ⊥ − p∗⊥σ⊥ =

Ñ
p− −p∗⊥
−p⊥ p+

é
,

11



p · σ = p01 + p⃗ · σ⃗ = p+σ+ + p−σ− + p⊥σ⊥ + p∗⊥σ⊥ =

Ñ
p+ p∗⊥

p⊥ p−

é
.

Note that p2 = det(p · σ) = det(p · σ) or that p21 = (p · σ)(p · σ). So for p2 ̸= 0, p · σ and p · σ
have rank 2; for p2 = 0, p · σ and p · σ have rank < 2.

1.2.1 Massless spinors

Let us introduce Dirac spinors u =

Ñ
ξ−

ξ+

é
with 2-dimensional Weyl spinors ξ±, the helicity oper-

ator,

h =
p⃗ · Σ⃗
2|p⃗|

with Σ⃗ =

Ñ
σ⃗ 0

0 σ⃗

é
, (1.13)

and spinors of definite helicity,

u∓ =
1∓ γ5

2
u, u± = u

1∓ γ5

2
. (1.14)

We use the chiral representation of the gamma matrices,

γµ =

Ñ
0 σµ

σµ 0

é
, γ5 =

Ñ
−1 0

0 1

é
, (1.15)

such that

u+ =
1 + γ5

2
u =

Ñ
0

ξ+

é
, u− =

1− γ5

2
u =

Ñ
ξ−

0

é
. (1.16)

The massless Dirac equation is

pµγ
µu(p) = 0 , (1.17)

which, in chiral representation, becomes

pµ

Ñ
0 σµ

σµ 0

éÑ
ξ−

ξ+

é
=

Ñ
p · σ ξ+
p · σ ξ−

é
= 0 . (1.18)

For massless spinors, the normalisation is ξ†−ξ− = ξ†+ξ+ = 2E, where E = p0 = |p⃗|. From (1.18), we

then have to solve two systems of equations. The first,

p · σ ξ+ =

Ñ
p− −p∗⊥
−p⊥ p+

é
ξ+ = 0 , (1.19)

yields two equations for the components of ξ+ which are linearly dependent. The solution is

ξ+ = eiα

Ñ √
p+

√
p−eiϕp

é
, p+ ̸= 0 , (1.20)
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with

eiϕp =
p⊥√
p+p−

=
p⊥√
p⊥p∗⊥

=

 
p⊥
p∗⊥

, (1.21)

where ξ+ is normalised in such a way that ξ†+ξ+ = 2E and eiα is an overall arbitrary phase. The

second system from (1.18) is

p · σξ− =

Ñ
p+ p∗⊥

p⊥ p−

é
ξ− = 0 , (1.22)

with solution

ξ− = eiβ

Ñ
−
√
p−e−iϕp

√
p+

é
, p+ ̸= 0 , (1.23)

with eiβ an overall arbitrary phase.

Neglecting the arbitrary phases, if p+ = 0 the on-shell condition p+p− = p⊥p
∗
⊥ implies that p⊥ = 0,

so ξ+ and ξ− become

ξ+ =

Ñ
0

√
p−

é
, ξ− =

Ñ
−
√
p−

0

é
, for p+ = 0 . (1.24)

For p+ ̸= 0, we have that

ξ+ =
1√
p+

Ñ
p+

p⊥

é
, ξ− =

1√
p+

Ñ
−p∗⊥
p+

é
. (1.25)

The phase convention has been chosen such that

ξ+ = iσ2ξ∗− , (1.26)

or inverting

ξ∗− = −iσ2ξ+ . (1.27)

−iσ2 is the 2-dimensional realisation of the 4-dimensional charge conjugation matrix C = −iγ2 (see

app. H.1) that maps a fermion of a given spin into the anti-fermion of the same spin (see e.g. [3], ch.

3). It is defined by Cγ∗µC
−1 = −γµ, which in 2 dimensions becomes σ2σµσ2 = σT

µ , a property of the

Pauli matrices we will use over and over.

Because positive u(k)u(k) and negative v(k)v(k) energy projection operators are both propor-

tional to ̸k for k2 = 0, solutions of definite helicity,

u±(k) =
1± γ5

2
u(k) , v∓(k) =

1± γ5
2

v(k) , (1.28)

can be chosen to be equal, u±(k) = v∓(k). Note that for massless particles of positive energy, helicity

and chirality coincide. For negative energy, the helicity is the opposite of the chirality.
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1.2.2 Spinor products

For p+, k+ ̸= 0 and p0, k0 > 0, we can construct right-handed spinor products,

⟨kp⟩ ≡
¨
k−
∣∣∣p+∂ = u−(k)u+(p) = ξ†−(k)ξ+(p) = −k⊥

 
p+

k+
+ p⊥

√
k+

p+
, (1.29)

and left-handed spinor products,

[kp] ≡
¨
k+
∣∣∣p−∂ = u+(k)u−(p) = ξ†+(k)ξ−(p) = k∗⊥

 
p+

k+
− p∗⊥

√
k+

p+
. (1.30)

The spinor products have the properties of:

1. Antisymmetry:

⟨pp⟩ = [pp] = 0 , ⟨kp⟩ = −⟨pk⟩ , [kp] = −[pk] . (1.31)

In fact, using that ξ∗− = −iσ2ξ+, we have

⟨kp⟩ = ξ†−(k)ξ+(p) = (−iσ2ξ+(k))
T ξ+(p) = ξT+(k)(iσ

2)ξ+(p) , (1.32)

since (σ2)T = −σ2. Also < kp > is a scalar: its transpose is the same quantity. Therefore

⟨kp⟩ = −ξT+(p)(iσ2)ξ+(k) = (iσ2ξ+(p))
T ξ+(k) = −ξ†−(p)ξ+(k) = −⟨pk⟩ , (1.33)

i.e. the antisymmetry of σ2 implies the antisymmetry of the spinor product.

2. Projection operator: ∣∣∣p±∂ ¨p±∣∣∣ = 1± γ5
2

/p , (1.34)

thus

/p =
∣∣∣p+∂ ¨p+∣∣∣+ ∣∣∣p−∂ ¨p−∣∣∣ . (1.35)

3. Squaring:

⟨pk⟩[kp] = tr(
1− γ5

2
/p/k) = 2p · k , (1.36)

which follows from multiplying two projection operators.

4. Complex conjugation:

⟨kp⟩∗ = [pk] , (1.37)

which follows from the definition,

[pk] = u+(p)u−(k) = ξ†+(p)ξ−(k) = ξT−(k)ξ
∗
+(p) = ξ∗−(k)

†ξ∗+(p) = ⟨kp⟩∗ . (1.38)

It entails that ⟨pk⟩ = √
spke

iϕ, for some phase ϕ.
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5. Gordon identity: ¨
p±
∣∣∣ γµ ∣∣∣p±∂ = 2pµ , (1.39)

which follows from the definition, and from the explicit representation of the 2-dim spinors, e.g.¨
p+
∣∣∣ γµ ∣∣∣p+∂ = u+(p)γ

µu+(p) = ξ†+(p)σ
µξ+(p) (1.40)

then using eq. (1.25) we see that ξ†+(p)σ
µξ+(p) = 2pµ (see eq. H.3).

6. Charge conjugation of currents:¨
p+
∣∣∣ γµ ∣∣∣k+∂ = ¨k−∣∣∣ γµ ∣∣∣p−∂ , (1.41)

which follows from using ξ∗− = −iσ2ξ+ and from the identity σ2σµσ2 = σT
µ (see eq.(H.8)), e.g.¨

k−
∣∣∣ γµ ∣∣∣p−∂ = u†−(k)γ

µu−(p) = ξ†−(k)σ
µξ−(p)

= (−iσ2ξ+(k))
Tσµ(−iσ2)∗ξ∗+(p)

= ξT+(k)iσ
2σµ(−iσ2)ξ∗+(p)

= ξT+(k)(σ
µ)T ξ∗+(p)

= ξ†+(p)σ
µξ+(k) =

¨
p+
∣∣∣ γµ ∣∣∣k+∂ . (1.42)

7. Complex conjugation of currents:

(¨
p±
∣∣∣ γµ ∣∣∣k±∂)∗ = ¨k±∣∣∣ γµ ∣∣∣p±∂ , (1.43)

which follows from the definition, e.g.

(¨
p−
∣∣∣ γµ ∣∣∣k−∂)∗ = (ξ†−(p)σ

µξ−(k))
† = ξ†−(k)σ

µξ−(p) =
¨
k−
∣∣∣ γµ ∣∣∣p−∂ . (1.44)

8. Fierz rearrangement: ¨
k−
∣∣∣ γµ ∣∣∣p−∂ ¨v−∣∣∣ γµ ∣∣∣q−∂ = 2⟨kv⟩[qp] , (1.45)

which follows from using ξ+ = iσ2ξ∗− and from the Fierz identity for Pauli matrices,

(σµ)ȧa(σµ)
ḃb = 2(iσ2)ab(iσ2)ȧḃ ,

(σµ)aȧ(σµ)bḃ = 2(iσ2)ab(iσ
2)ȧḃ . (1.46)

15



Thus (see also eq. H.27)¨
k−
∣∣∣ γµ ∣∣∣p−∂ ¨v−∣∣∣ γµ ∣∣∣q−∂

= ξ†−(k)σ
µξ−(p)ξ

†
−(v)σµξ−(q)

= ξ∗a− (k)(σµ)aȧξ
ȧ
−(p)ξ

∗b
− (v)(σµ)bḃξ

ḃ
−(q) in components

= 2ξ∗a− (k)(iσ2)abξ
∗b
− (v)ξȧ−(p)(iσ

2)ȧḃξ
ḃ
−(q)

= 2ξ†−(k)ξ+(v)(−iσ2ξ†−(p))
T ξ−(q)

= −2ξ†−(k)ξ+(v)ξ
†
+(p)ξ−(q)

= 2⟨kv⟩[qp] . (1.47)

Likewise ¨
p+
∣∣∣ γµ ∣∣∣k+∂ ¨q+∣∣∣ γµ ∣∣∣v+∂ = 2[pq]⟨vk⟩ . (1.48)

For v = q, we use the Gordon identity to get,¨
k−
∣∣∣ /q ∣∣∣p−∂ = ⟨kq⟩[qp] ,¨

p+
∣∣∣ /q ∣∣∣k+∂ = [pq]⟨qk⟩ . (1.49)

Note that the current is nilpotent,

(
¨
p±
∣∣∣ γµ ∣∣∣p±∂)2 = ∣∣∣¨p±∣∣∣ γµ ∣∣∣p±∂∣∣∣2 = 4p2 = 0 ,¨

k±
∣∣∣ γµ ∣∣∣p±∂ ¨k±∣∣∣ γµ ∣∣∣p±∂ = 0 . (1.50)

but ¨
k±
∣∣∣ γµ ∣∣∣p±∂ ¨k±∣∣∣ γµ ∣∣∣p±∂∗ = 2⟨kp⟩[kp] = −2p · k . (1.51)

9. Schouten identity:

Since spinors are two-dimensional objects,, any spinor |k+⟩ can be written as a combination of

two spinors |q+⟩ and |v+⟩,

|k+⟩ = ⟨kv⟩
⟨qv⟩

|q+⟩+ ⟨qk⟩
⟨qv⟩

|v+⟩ , (1.52)

which can be checked by contracting with ⟨k−|, ⟨q−| or ⟨v−|. By contracting with another

spinor ⟨p−|, we obtain Schouten identity,

⟨pk⟩⟨qv⟩+ ⟨pq⟩⟨vk⟩+ ⟨pv⟩⟨kq⟩ = 0 , (1.53)

which is cyclic in k, q, v. Of course, the identity also holds for square brackets,

[pk][qv] + [pq][vk] + [pv][kq] = 0 . (1.54)
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10. Momentum conservation

For an n-point amplitude, momentum conservation (with all momenta incoming or outgoing)

is
∑n

i=1 p
µ
i = 0, which implies that

n∑
i=1

|p±i ⟩⟨p±i |= 0 . (1.55)

Contracting with two spinors of momentum q and k, we obtain one more identity,

n∑
i=1

[qpi]⟨pik⟩ = 0, pi ̸= q, k . (1.56)

Since we take all momenta of an n-point amplitude as, say, outgoing,
∑n

i=1 p
µ
i = 0, in the crossing

to the physical region, pµ1 +p
µ
2 =

∑n
i=3 p

µ
i , the incoming partons must be continued to negative energy.

So, we can define the spinor product ⟨pq⟩ as in the positive energy case, but with p replaced by -p,

if p0 < 0, and likewise for q, and with an extra overall factor of i for each negative energy,

u±(−p) = iu±(p) . (1.57)

Thus, spinor products and currents acquire a sign factor,

⟨kp⟩∗ = sign(k0p0)[pk] ,¨
p+
∣∣∣ γµ ∣∣∣k+∂∗ = sign(k0p0)

¨
k+
∣∣∣ γµ ∣∣∣p+∂ . (1.58)

Note that a different representation of the γ matrices entails different Dirac spinors, but the spinor

products are the same, up to a phase factor overall (see, e.g. [8] where the Dirac’s representation of

the γ’s is used).

1.2.3 Spinor representations

At the beginning of this section. we wrote

p · σ = p01 + p⃗ · σ⃗ = p+σ+ + p−σ− + p⊥σ⊥ + p∗⊥σ⊥ =

Ñ
p+ p∗⊥

p⊥ p−

é
(1.59)

with det(p ·σ) = p2. Now (p ·σ)† = p ·σ, so any real 4-vector is bijective to a 2× 2 Hermitian matrix.

Hermiticity is preserved under the mapping,

p · σ → τp · στ † , (1.60)

with τ an arbitrary complex 2× 2 matrix. Further, det(p · σ) = p2 is preserved if |det(τ)| = 1. Each

τ with det(τ) = 1 defines a real linear mapping of pµ with det(p · σ) invariant, i.e. a homogeneous

Lorentz mapping,

τp · στ † → [Λµ
ν (τ)p

ν ]σµ . (1.61)
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τ with det(τ) = 1 defines SL(2,C), however τ and −τ define the same Lorentz mapping, so the

Lorentz group is equivalent to SL(2,C)/Z2, with 3 complex parameters = 6 real ones (see [16], sec.

2.7).

In fact, SL(2,C) = SU(2) + iSU(2). Since the finite dimensional representations of SU(2) are

equivalent to the finite dimensional representations of SL(2,R), in the literature we find the (finite

dimensional) representations of the Lorentz group expressed by the representations of SU(2)⊗SU(2),
or by the ones of SL(2,R)⊗ SL(2,R). Then the finite-dimensional representations are labelled by a

pair of indices (i,j) taking integer or half-integer values.

• (0, 1/2) labels the positive-chirality spinor representation, with spinor λa.

• (1/2, 0) labels the negative-chirality spinor representation, with spinor λ̃ȧ.

• The vector representation of the Lorentz group is the (1/2, 1/2) representation.

Any 2× 2 matrix has at most rank 2, so a momentum pµ may be viewed as the product of Weyl

spinors λa and µa in (0, 1/2) and spinors λ̃ȧ and µ̃ȧ in (1/2, 0). In fact, we can write p · σ, with
det(p · σ) = p2, as

paȧ = (p · σ)aȧ = p01 + p⃗ · σ⃗ = λa(p)λ̃
⊺
ȧ(p) + µa(p)µ̃

⊺
ȧ(p) . (1.62)

If det(p · σ) = p2 = 0, the rank of p · σ is less than 2. Any 2× 2 matrix A whose rank is less than

2 can be written as A = vw⊺, with generic v =

Ñ
v1

v2

é
and w =

Ñ
w1

w2

é
. In fact,

A =

Ñ
v1w1 v1w2

v2w1 v2w2

é
, (1.63)

which implies that det(A) = 0. In particular, we can write p · σ in terms of λa(p) and λ̃ȧ(p) only,

paȧ = (p · σ)aȧ = λa(p)λ̃
⊺
ȧ(p) =

Ñ
p+ p∗⊥

p⊥ p−

é
(1.64)

with

λa(p) =
1√
p+

Ñ
p+

p⊥

é
, λ̃ȧ(p) =

1√
p+

Ñ
p+

p∗⊥

é
. (1.65)

Since det(p · σ) = 0, its eigenvalues are µ1 = 0 and µ2 = p+ + p− = 2E. The eigenvector

corresponding to µ2 is λa(p) =
1√
p+

Ñ
p+

p⊥

é
, with a suitable normalization. So (p · σ)aȧ = λaλ̃ȧ

represents the projection onto the eigenvector associated to the non-null eigenvalue.

If the momentum paȧ is complex, it has three complex parameters, since there are four complex

components and one mass-shell condition, p+p− = p⊥p
∗
⊥. The counting can be done otherwise: the

18



spinors λa and λ̃ȧ have each two complex parameters, but their product paȧ is invariant under

λa → zλa , λ̃ȧ → z−1λ̃ȧ , (1.66)

with z complex. For a complex momentum, λa and λ̃ȧ are independent. In order for the momentum

pµ to be real, λ̃ȧ = λ†a, and thus z must be a phase, z = eiθ.

The map (1.66), which keeps paȧ invariant, is a little group map. As we said in sec. 1.1, the

little group is the subgroup of the homogeneous Lorentz group made of the Lorentz maps that leave

pµ invariant, pµ = Λµ
νp

ν . Under little group scaling,

λa → eiθλa, λ̃ȧ → e−iθλ̃ȧ , (1.67)

the helicity operator,

h =
1

2

Ç
λa

∂

∂λa
− λ̃ȧ

∂

∂λ̃ȧ

å
, (1.68)

is invariant. h assigns helicity +1/2 to λa and helicity -1/2 to λ̃ȧ. We can then define the helicity on

an n-point amplitude as

h =
1

2

n∑
i=1

(
λia

∂

∂λia
− λ̃ ˙ia

∂

∂λ̃ ˙ia

)
. (1.69)

Likewise, we can write p · σ as

pḃb = (p · σ)ḃb = λ̃ḃ(p)λb(p) =

Ñ
p− −p∗⊥
−p⊥ p+

é
, (1.70)

with

λb(p) =
1√
p+

Ñ
−p⊥
p+

é
, λ̃ḃ(p) =

1√
p+

Ñ
−p∗⊥
p+

é
. (1.71)

Comparing to the Weyl spinors ξ± introduced above, we see that

{λa(p) = ξ+(p), λa(p) = ξ†−(p)} ∈ (0, 1/2) ,

{λ̃ȧ(p) = ξ−(p), λ̃ȧ(p) = ξ†+(p)} ∈ (1/2, 0) . (1.72)

In order to raise and lower indices, we can introduce anti-symmetric tensors,

ϵab = ϵȧḃ =

Ñ
0 1

−1 0

é
= iσ2 ,

ϵab = ϵȧḃ =

Ñ
0 −1

1 0

é
= −iσ2 . (1.73)

such that

λa = ϵabλ
b , λa = ϵabλb , λ̃ȧ = ϵȧḃλ̃ḃ , λ̃ȧ = ϵȧḃλ̃

ḃ , (1.74)
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so ϵab acts in the (0, 1/2), i.e. right-handed representation and ϵȧḃ acts in the (1/2, 0), i.e. left-handed

representation.

Note that

• λa = ϵabλ
b is equivalent to ξ+ = iσ2ξ∗− ,

• λ̃ȧ = ϵȧḃλ̃ḃ is equivalent to ξ− = −iσ2ξ∗+ .

The van-der-Waerden notation for the Weyl spinors λ in terms of dotted and undotted indices,

is equivalent to the notation in terms of the Weyl spinor ξ. They are both used in the literature and

we will shuttle from one to the other.

Thus, the spinor products can be written as

⟨kp⟩ ≡ ξ†−(k)ξ+(p) = λa(k)λa(p) = λa(k)ϵabλ
b(p) = −λb(k)λb(p) = −λb(p)λb(k) = −⟨pk⟩ ,

[kp] ≡ ξ†+(k)ξ−(p) = λ̃ȧ(k)λ̃
ȧ(p) = λ̃ȧ(k)ϵ

ȧḃλ̃ḃ(p) = −λ̃ḃ(k)λ̃ḃ(p) = −λ̃ḃ(p)λ̃
ḃ(k) = −[pk] ,(1.75)

where the antisymmetry is explicitly implemented through the ϵab tensors, just like it was through

iσ2 for the Weyl spinors ξ, and the fact that the spinors are commuting objects.

In terms of λ spinors, the Gordon identity is (see app. H.3)¨
p+
∣∣∣ γµ ∣∣∣p+∂ = λ̃ȧ(p)(σ

µ)ȧaλa(p) = 2pµ ,¨
p−
∣∣∣ γµ ∣∣∣p−∂ = λa(p)(σµ)aȧλ̃

ȧ(p) = 2pµ . (1.76)

In terms of λ spinors, the charge conjugation¨
p−
∣∣∣ γµ ∣∣∣q−∂ = ¨q+∣∣∣ γµ ∣∣∣p+∂ (1.77)

i.e.

ξ†−(p)σ
µξ−(q) = ξ+(q)σ

µξ+(p) (1.78)

becomes

λa(p)(σµ)aȧλ̃
ȧ(q) = λ̃ȧ(q)(σ

µ)ȧaλa(p) (1.79)

where we use the identity (see app. H.3)

(σµ)ȧa = ϵȧḃ(σµ)T
ḃb
ϵba (1.80)

which is equivalent to σ2σµσ2 = (σµ)T .

One can work out the squaring as a product of two currents and using the Gordon identity,

1

2

¨
p−
∣∣∣ γµ ∣∣∣p−∂ ¨q+∣∣∣ γµ ∣∣∣q+∂ =

1

2
λa(p)(σµ)aȧλ̃

ȧ(p)λ̃ḃ(q)(σ
µ)ḃbλb(q) = 2p · q

= λa(p)λ̃ȧ(p)λ̃ȧ(q)λa(q)

= ⟨pq⟩[qp] , (1.81)
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where we used the Fierz identity for Pauli matrices (σµ)aȧ(σ
µ)ḃb = 2δbaδ

ḃ
ȧ and the spinor products.

Therefore, ¨
p−
∣∣∣ γµ ∣∣∣p−∂ ¨q+∣∣∣ γµ ∣∣∣q+∂ = 2⟨pq⟩[qp] . (1.82)

1.3 e−e+ → µ−µ+ scattering

We consider the amplitude for e−e+ → µ−µ+ scattering at fixed helicities.

Figure 1.1: e−e+ → µ−µ+ scattering.

We choose the momenta to be all outgoing, so that momentum conservation is
4∑

i=1

pµi = 0. Ac-

cordingly, helicites are for all outgoing momenta, i.e. an incoming left-handed electron is labelled as

an outgoing right-handed positron, so e.g. the amplitude e−L(−p1)e+R(−p2) → µ−
R(p3)µ

+
L(p4) becomes

M4(1
+
e+ , 2

−
e− , 3

+
µ− , 4

−
µ+), whose result is (see eq. H.4)

iM4(1
+
e+ , 2

−
e− , 3

+
µ− , 4

−
µ+) = i

2e2

s12
⟨24⟩[31] . (1.83)

We can also write it in terms of right-handed spinor products only (see eq. H.4),

iM4(1
+
e+ , 2

−
e− , 3

+
µ− , 4

−
µ+) = −2ie2

⟨24⟩2

⟨12⟩⟨34⟩
. (1.84)

or left-handed spinor products only,

iM4(1
+
e+ , 2

−
e− , 3

+
µ− , 4

−
µ+) = −2ie2

[13]2

[12][34]
. (1.85)

The amplitude above is the beginning of an infinite tower of amplitudes, called maximally helicity

violating (MHV) amplitudes, which are made of the four fermions above plus (n − 4) additional

positive-helicity gluons or photons, i.e. whose helicity configuration is (−−+...+︸ ︷︷ ︸
n−2

), and which can be

written in terms of right-handed spinor products only. It is also the beginning of an infinite tower of

MHV amplitudes made of the four fermions above plus (n− 4) negative-helicity gluons or photons,

whose helicity configuration is (+ +−...−︸ ︷︷ ︸
n−2

), and which can be written in terms of left-handed spinor

products only. Of course, only four-point amplitudes, with helicity configuration (+ + −−) can be

both MHV and MHV.

We have computed the amplitude M4(1
+
e+ , 2

−
e− , 3

+
µ− , 4

−
µ+). four-point amplitudes have in principle
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16 helicity configurations, however because helicity is conserved on massless fermion lines, e−e+ →
µ−µ+ has only four allowed helicity configurations. Further, they are all related by parity (P) and

charge conjugation (C) on either or both of the fermion lines. C swaps a fermion with its anti-

fermion. We can e.g. let C act on the muon line, M4(1
+
e+ , 2

−
e− , 3

+
µ− , 4

−
µ+) = M4(1

+
e+ , 2

−
e− , 3

+
µ+ , 4

−
µ−) =

M4(1
+
e+ , 2

−
e− , 4

−
µ− , 3

+
µ+). Then we can swap the labels 3 and 4, which is equivalent to flip the helicities

of particles 3 and 4. Thus we obtain

iM4(1
+
e+ , 2

−
e− , 3

−
µ− , 4

+
µ+) = i

2e2

s12
⟨23⟩[41]

= 2ie2
⟨23⟩2

⟨12⟩⟨34⟩

= 2ie2
[14]2

[12][34]
. (1.86)

Since for massless particles, helicity and chirality coincide, a parity transformation flips all helicities

and conjugates spinors, thus, under P, ⟨pk⟩ ↔ [kp] (we will explain the sign later). Thus, we obtain

iM4(1
−
e+ , 2

+
e− , 3

−
µ− , 4

+
µ+) = i

2e2

s12
[24]⟨31⟩ ,

iM4(1
−
e+ , 2

+
e− , 3

+
µ− , 4

−
µ+) = i

2e2

s12
[23]⟨41⟩ . (1.87)

Finally, since s13 = s24, we can also write

M4(1
+
e+ , 2

−
e− , 3

+
µ− , 4

−
µ+) = eiϕ2e2

s13
s12

, (1.88)

up to a phase ϕ. Choosing the momenta,

p1 = (E, 0, 0, E), p2 = (E, 0, 0,−E) , p3 = (E, k⃗), p4 = (E,−k⃗) , (1.89)

with |p⃗3| = E and p⃗3 · ẑ = E cos θ. Then

s12 = (p1 + p2)
2 = 4E2 ,

s13 = (p1 − p3)
2 = (p2 − p4)

2 = −2E2(1− cos θ) , (1.90)

s14 = (p1 − p4)
2 = (p2 − p3)

2 = −2E2(1 + cos θ) .

Therefore

M4(1
+
e+ , 2

−
e− , 3

+
µ− , 4

−
µ+) = eiϕ2e2

s13
s12

= −eiϕ2e21− cos θ

2
, (1.91)

which vanishes in the forward limit θ → 0, since the total angular momentum S is not conserved in

the beam direction (incoming S is -1 and the outgoing S is +1).
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Likewise, we can write

M4(1
+
e+ , 2

−
e− , 3

−
µ− , 4

+
µ+) = eiϕ

′

2e2
s14
s12

= −eiϕ
′

2e2
1 + cosθ

2
. (1.92)

with a phase ϕ
′
, which is maximised in the forward limit θ → 0, since S is conserved in the beam

direction (incoming S is -1 and the outgoing S is -1).

Finally, the other two helicity amplitudes, M4(1
−
e+ , 2

+
e− , 3

−
µ− , 4

+
µ+) and M4(1

−
e+ , 2

+
e− , 3

+
µ− , 4

−
µ+), equal

the two above, up to a phase.

The cross section for e−e+ → µ−µ+ is proportional to the square of the amplitude. If the beam

(initial-state) and final-state particles are not polarised, which is the default set up in collider physics,

all the helicity configurations contribute to the amplitude. However, different helicity configurations

do not interfere, so the square of the amplitude equals the sum of the squares of the helicity ampli-

tudes,
dσ

d cos θ
(e−e+ → µ−µ+) ∝

∑
hel

∣∣∣M(e−e+ → µ−µ+)
∣∣∣2 . (1.93)

with

∣∣∣M4(1
+
e+ , 2

−
e− , 3

+
µ− , 4

−
µ+)

∣∣∣2 = ∣∣∣M4(1
−
e+ , 2

+
e− , 3

−
µ− , 4

+
µ+)

∣∣∣2 = e4(1− cos θ)2 ,∣∣∣M4(1
+
e+ , 2

−
e− , 3

−
µ− , 4

+
µ+)

∣∣∣2 = ∣∣∣M4(1
−
e+ , 2

+
e− , 3

+
µ− , 4

−
µ+)

∣∣∣2 = e4(1 + cos θ)2 . (1.94)

So, we have

∑
hel

∣∣∣M(e−e+ → µ−µ+)
∣∣∣2 = 8e4

s213 + s214
s212

= 4e2(1 + cos2 θ) . (1.95)

1.3.1 e−e+ → qq scattering

Likewise, one can get the amplitudes for e−e+ → qq scattering. We write the full amplitude as a

colour-stripped amplitude times an overall factor containing couplings and colour factors.

Figure 1.2: e−e+ → qq scattering.

Since we normalise the colour matrices in the fundamental representation as Tr(tatb) = TFδ
ab,

with TF = 1, we shall get a 1/
√
2 factor in the Feynman rule for the quark-photon vertex, or the

quark-gluon vertex, in the colour-stripped amplitude. To compensate for that, the coupling g will be

replaced by
√
2e for QED. So, we write the amplitude as

M4(e
−e+ → qq) = (

√
2e)2QqQeδ

i4
isA4(e

−e+ → qq) , (1.96)
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with Qq and Qe the quark and the electron electric charges, and with the colour-stripped A4 ampli-

tudes,

iA4(1
+
e+ , 2

−
e− , 3

+
q , 4

−
q ) = i

⟨24⟩[31]
s12

= i
s13
s12

eiϕ , (1.97)

iA4(1
+
e+ , 2

−
e− , 3

−
q , 4

+
q ) = i

⟨23⟩[41]
s12

= i
s14
s12

eiϕ
′

. (1.98)

1.3.2 eq → eq scattering

From the amplitudes for e−e+ → qq scattering, we can obtain by crossing the amplitudes for eq → eq

scattering, fig. 1.3, necessary to compute deep inelastic scattering (DIS).

Figure 1.3: Crossing symmetry on e−e+ → qq scattering.

The squared amplitude for eq → eq scattering, summed over helicities, is (see Exercise H.5)

∑
hel

|M |2 = 8e4Q2
q

s2 + u2

t2
, (1.99)

where the s2 term comes from the scattering of L(R)-handed electrons on L(R)-handed quarks, and

the u2 term from the scattering of L(R)-handed electrons on R(L)-handed quarks.

In the parton model, the DIS cross section is

dσ

dxdy
= 2πα2 S

(Q2)2
[1 + (1− y)2]

∑
i

xfi/P (x)Q
2
i . (1.100)

where is S is the hadron centre-of-mass energy, such that s = xS, x =
Q2

2p · q
is the Bjorken x, y is

the fractional energy loss of the outgoing lepton, and the sum is over the quark flavours. The two

terms 1 and (1− y)2 stem from the s2 term and the u2 term in eq. (1.99), respectively. Thus, we see

how the two different helicity structures of eq → eq scattering yield the y structure of the DIS cross

section.

1.3.3 qq → ℓ−ℓ+ scattering

Finally, by a trivial crossing of e−e+ → qq, (i.e. swapping initial and final states), one can obtain the

amplitudes for the production of a lepton pair in the qq - annihilation, in the collision of two protons,

which is called Drell-Yan scattering,
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Figure 1.4: Drell-Yan scattering.

1.4 Polarisation vectors

We consider now the emission of gluons or photons in a helicity amplitude. As we know, the physical

(or transverse) polarisation of a gluon or photon of momentum p and helicity h = ± is given by a

4-vector ϵµh(p, k), with respect to an arbitrary null vector kµ, k2 = 0, not collinear to p, p · k ̸= 0,

with the usual properties, (see app. H.6)

(ϵ±µ (p, k))
∗ = ϵ∓µ (p, k) and ϵ±(p, k) · p = 0 , (1.101)

normalised as

ϵh(p, k) · (ϵh
′

(p, k))∗ = −δhh
′

, (1.102)

and sum over polarizations,

∑
h

ϵµh(p, k)ϵ
ν∗
h (p, k) = −gµν + pµkν + pνkµ

p · k
. (1.103)

A polarisation vector satisfying these properties is

ϵ±∗
µ (p, k) = ± ⟨k∓| γµ |p∓⟩√

2 ⟨k∓| |p±⟩
. (see app. H.6) (1.104)

If we take the momentum p in the z-direction p = (p, 0, 0, p) and the reference vector k as k =

(k, 0, 0,−k), so that p and k tag the light-cone directions, p+ = 2p, k− = 2k, the Weyl spinors are

ξ+(p) =

Ñ√
2p

0

é
, ξ−(p) =

Ñ
0

√
2p

é
, ξ−(k) =

Ñ
−
√
2k

0

é
, (1.105)

Then the polarization vector is

ϵ+∗
µ (p, k) =

⟨k−| γµ |p−⟩√
2⟨kp⟩

=
ξ†−(k)σ

µξ−(p)√
2ξ†−(k)ξ+(p)

= −
√
4kp (0, 1,−i, 0)√

2
√
4kp

= − 1√
2

(0, 1, i, 0)∗ . (1.106)

up to an overall sign, this coincides with the usual definition of right-handed polarisation vector.

Further, consider an azimuthal rotation by the angle ϕ around p. Then ξ−(p) in the numerator

picks up a phase e−iϕ/2, ξ+(p) in the denominator picks up a phase eiϕ/2. Thus, ϵ+∗
µ (p, k) gets the
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phase e−iϕ , i.e. ϵ+µ (p, k) transforms by eiϕ, consistently with a right-handed spin-1 particle.

Finally, in 2× 2 matrix notation,

ϵ+∗
µ (p, k) =

⟨k−| γµ |p−⟩√
2⟨kp⟩

=
λa(k)(σµ)aȧλ̃

ȧ(p)√
2⟨kp⟩

. (1.107)

Thus, using Fierz identity σaȧ
µ (σµ)ḃb = 2δbaδ

ḃ
ȧ,

(ϵ+∗(p, k))ḃb = (ϵ+∗ · σ)ḃb = λa(k)(σµ)aȧλ̃
ȧ(p)√

2⟨kp⟩
(σµ)ḃb =

√
2
λb(k)λ̃ḃ(p)

⟨kp⟩
. (1.108)

Likewise,

(ϵ−∗(p, k))aȧ = (ϵ−∗ · σ)aȧ = −
√
2
λ̃ȧ(k)λa(p)

[kp]
. (1.109)

Choosing two different reference vectors yields

ϵ+∗(p, k)− ϵ+∗(p, q) =
⟨k−| γµ |p−⟩√

2⟨kp⟩
− ⟨q−| γµ |p−⟩√

2⟨qp⟩

=
−⟨k−| γµ |p−⟩ ⟨pq⟩+ ⟨q−| γµ |p−⟩ ⟨pk⟩√

2⟨kp⟩⟨qp⟩
. (1.110)

Using /p = |p−⟩ ⟨p−|+ |p+⟩ ⟨p+|, where |p+⟩ ⟨p+| does not contribute in this case, we obtain

ϵ+∗(p, k)− ϵ+∗(p, q) =
−⟨k−| γµ/p |q+⟩+ ⟨q−| γµ/p |k+⟩√

2⟨kp⟩⟨qp⟩

=
⟨q−| /pγµ + γµ/p |k+⟩√

2⟨kp⟩⟨qp⟩

= 2pµ
⟨qk⟩√

2⟨kp⟩⟨qp⟩
, (1.111)

where we have applied charge conjugation on the first current (see app. H.9). We have found that

ϵ+µ (p, k) = ϵ+µ (p, q) + pµf(k, q, p) . (1.112)

In a gauge-invariant amplitude, with on-shell gluons and/or photons, replacing the polarisation

of a gluon or photon by its momentum yields zero by the Ward identity,

A = Aµ(p)ϵµ(p) → Aµ(p)pµ = 0 . (1.113)
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Figure 1.5: Ward identity.

i.e. the amplitude is invariant under ϵµ(p) → ϵµ(p)+pµf(p). The change of the polarisation vector

between two different reference vectors (1.111) is of this type, so we conclude that in a gauge-invariant

amplitude or in fact in any gauge-invariant subset of an amplitude, we can choose the reference vector

as we like. The outcome will not depend on that choice.

An additional property, which is useful when computing amplitudes with external fermions, is

the contraction of the polarisation vector with the γ matrix,

γ · ϵ±∗(p, k) = ±
√
2

⟨k∓|p±⟩
(
∣∣∣p∓∂ ¨k∓∣∣∣+ ∣∣∣k±∂ ¨p±∣∣∣) . (1.114)

which is shown in app. H.8.

An educated choice of the reference vectors can then simplify dramatically a computation. To

that effect, the following identities hold (see app. H.8),

k · ϵ±(p, k) = 0 , (1.115)

ϵ±(pi, k) · ϵ±(pj, k) = 0 , (1.116)

ϵ+∗(pi, pj) · ϵ−∗(pj, k) = 0 , (1.117)

ϵ+∗(pi, k) · ϵ−∗(pj, pi) = 0 , (1.118)

/ϵ±∗(pi, pj)
∣∣∣p±j ∂ = 0 , (1.119)¨

p∓j
∣∣∣ /ϵ±∗(pi, pj) = 0 . (1.120)

Eq. (1.116) implies that it is convenient to choose the reference vectors of like-helicity gluons or

photons to be the same, and to equal (eqs. (1.117) and (1.118)) the momentum of one of the opposite-

helicity gluons/photons.

Finally, let us consider a parity transformation P of the polarisation vector (1.104). By flipping

chiralities, ϵ±∗ maps to −ϵ∓∗. So, the bookkeeping for P is to flip helicities and conjugate spinors by

the map ⟨pk⟩ → [pk] and multiply by -1 for each external gluon or photon. Since a scattering with

only fermion lines and no external gluons or photons has an even number of spinor products, and for

each external gluon or photon we add we should multiply by -1, a more concise bookkeeping for P is

to flip all helicites and conjugate spinors by the map ⟨pk⟩ → [kp].
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1.4.1 e−e+ → γγ scattering

In app. H.10, we apply the identities for the polarisation vectors above to compute the amplitude,

e−L(−p1)e+R(−p2) → γ(p3)γ(p4). The outcome is

M4(1
+
e+ , 2

−
e− , 3

+
γ , 4

−
γ ) = −2e2

⟨24⟩2

⟨13⟩⟨23⟩
,

M4(1
+
e+ , 2

−
e− , 3

±
γ , 4

±
γ ) = 0 . (1.121)

These are examples of general features: The former is a MHV amplitude, and is written in terms of

right-handed spinor products only. The latter has only one negative (or only one positive) helicity,

and vanishes.

By Bose symmetry, M4(1
+
e+ , 2

−
e− , 3

−
γ , 4

+
γ ) is obtained from M4(1

+
e+ , 2

−
e− , 3

+
γ , 4

−
γ ) by swapping labels

3 and 4. Therefore,

M4(1
+
e+ , 2

−
e− , 3

−
γ , 4

+
γ ) = −2e2

⟨23⟩2

⟨14⟩⟨24⟩
. (1.122)

The other two amplitudes are obtained by P,

M4(1
−
e+ , 2

+
e− , 3

−
γ , 4

+
γ ) = −2e2

[24]2

[13][23]
,

M4(1
−
e+ , 2

+
e− , 3

+
γ , 4

−
γ ) = −2e2

[23]2

[14][24]
. (1.123)

Squaring and summing over helicities, we get

∑
hel

∣∣∣M(e−e+ → γγ
∣∣∣2 = 8e4

s213 + s214
s13s14

= 16e4
1 + cos2 θ

1− cos2 θ
. (1.124)

The squared amplitude diverges as 1/t in the forward limit, θ → 0, which is the expected behaviour

for quark exchange in the t channel.

1.5 Infrared limits

1.5.1 e−e+ → qqg scattering

In app. H.11, we compute the amplitude for the production of a gluon and a qq pair in e+e− an-

nihilation e−L(−p1)e+R(−p2) → qR(p3)gR(p4)qL(p5), which is relevant for 3-jet production in e+e−

annihilation, and in the crossed channels for radiation emission in Drell-Yan production and in DIS.

For the helicity configuration,
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Figure 1.6: e−L(−p1)e+R(−p2) → qR(p3)gR(p4)qL(p5) scattering.

the result is

M5(e
−e+ → qqg) = (

√
2e)2QqQeg(T

Q4)i5i3A5(e
−e+ → qqg) , (1.125)

with

i) A5(1
+
e+ , 2

−
e− , 3

+
q , 4

+
g , 5

−
q ) = − ⟨25⟩2

⟨12⟩⟨34⟩⟨45⟩
. (1.126)

The amplitude with the negative-helicity gluon can be obtained by charge conjugation C and parity

P. Let C act on the electron and the quark lines, A5(1
+
e+ , 2

−
e− , 3

+
q , 4

+
g , 5

−
q ) = A5(1

+
e− , 2

−
e+ , 3

+
q , 4

+
g , 5

−
q ) =

A5(2
−
e+ , 1

+
e− , 5

−
q , 4

+
g , 3

+
q ). Then we can swap the labels 1 ↔ 2 and 3 ↔ 5, which is equivalent to flip

the helicities of 1 ↔ 2 and 3 ↔ 5,

A5(1
−
e+ , 2

+
e− , 3

−
q , 4

+
g , 5

+
q ) = − ⟨13⟩2

⟨21⟩⟨54⟩⟨43⟩
. (1.127)

Then we apply parity P,

ii) A5(1
+
e+ , 2

−
e− , 3

+
q , 4

−
g , 5

−
q ) = − [13]2

[12][34][45]
. (1.128)

Note that by charge conjugation on the quark line only, i.e. by swapping labels 3 and 5 on eq. (1.126),

we get the amplitude

iii) A5(1
+
e+ , 2

−
e− , 3

−
q , 4

+
g , 5

+
q ) = − ⟨23⟩2

⟨12⟩⟨54⟩⟨43⟩

= − ⟨23⟩2

⟨12⟩⟨34⟩⟨45⟩
, (1.129)

while by charge conjugation on the electron line only, i.e. by swapping labels 1 and 2 on eq. (1.126),

we get the amplitude

A5(1
−
e+ , 2

+
e− , 3

+
q , 4

+
g , 5

−
q ) =

⟨15⟩2

⟨12⟩⟨34⟩⟨45⟩
, (1.130)

then applying P, we get

iv) A5(1
+
e+ , 2

−
e− , 3

−
q , 4

−
g , 5

+
q ) = − [15]2

[12][34][45]
. (1.131)

Thus, we have computed the 4 different helicity configurations of the final state by actually computing
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only one,

A5(1
+
e+ , 2

−
e− , 3

+
q , 4

+
g , 5

−
q ), A5(1

+
e+ , 2

−
e− , 3

+
q , 4

−
g , 5

−
q ) ,

A5(1
+
e+ , 2

−
e− , 3

−
q , 4

+
g , 5

+
q ), A5(1

+
e+ , 2

−
e− , 3

−
q , 4

−
g , 5

+
q ) .

We will use their explicit values in order to compute the soft and collinear limits.

1.5.2 Soft Limit

Note that eq. (1.126) can be written as

i) A5(1
+
e+ , 2

−
e− , 3

+
q , 4

+
g , 5

−
q ) = − ⟨25⟩2

⟨12⟩⟨35⟩
· ⟨35⟩
⟨34⟩⟨45⟩

. (1.132)

In the limit that the gluon becomes soft p4 → 0, the amplitude is singular, it goes like 1/p4 and this

product can be interpreted as the non-radiative amplitude that we computed in eqs. (1.84), (1.85)

and (1.97),

A4(1
+
e+ , 2

−
e− , 3

+
q , 5

−
q ) = − ⟨25⟩2

⟨12⟩⟨35⟩
= − [13]2

[12][35]
, (1.133)

times an eikonal factor,

S(3+, 4+, 5−) =
⟨35⟩

⟨34⟩⟨45⟩
. (1.134)

The amplitude with the negative-helicity gluon on the same quark line (1.128) can be written as

ii) A5(1
+
e+ , 2

−
e− , 3

+
q , 4

−
g , 5

−
q ) = − [13]2

[12][35]
· [35]

[34][45]

= A4(1
+
e+ , 2

−
e− , 3

+
q , 5

−
q ) · S(3+, 4−, 5−) . (1.135)

with

S(3+, 4−, 5−) =
[35]

[34][45]
. (1.136)

Likewise, using eqs. (1.86) and (1.98), the amplitudes we computed in eqs. (1.129) and (1.131) can

be written as

iii) A5(1
+
e+ , 2

−
e− , 3

−
q , 4

+
g , 5

+
q ) = − ⟨23⟩2

⟨12⟩⟨35⟩
· ⟨35⟩
⟨34⟩⟨45⟩

= A4(1
+
e+ , 2

−
e− , 3

−
q , 5

+
q ) · S(3−, 4+, 5+) . (1.137)

with

S(3−, 4+, 5+) = − ⟨35⟩
⟨34⟩⟨45⟩

= −S(3+, 4+, 5−) . (1.138)
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and

iv) A5(1
+
e+ , 2

−
e− , 3

−
q , 4

−
g , 5

+
q ) = − [15]2

[12][35]
· [35]

[34][45]

= A4(1
+
e+ , 2

−
e− , 3

−
q , 5

+
q ) · S(3−, 4−, 5+) . (1.139)

with

S(3−, 4−, 5+) = − [35]

[34][45]
= −S(3+, 4−, 5−) . (1.140)

Apart from a sign, which is consistent with charge conjugation, i.e. swapping of labels 3 and 5,

or otherwise with reflection identity, that we will define later, we see that the eikonal factor is

independent of the helicities of 3 and 5.

These are general features. The soft-gluon limit of an n-point tree amplitude is

Atree
n (1, ..., p, s, q, ..., n) = S(p, s±, q)Atree

n−1(1, ..., p, q, ..., n) , (1.141)

where the eikonal factors can be taken to be

S(p, s+, q) =
⟨pq⟩

⟨ps⟩⟨sq⟩
for the positive helicity gluon , (1.142)

S(p, s−, q) = − [pq]

[ps][sq]
for the negative helicity gluon , (1.143)

where we have taken S(p, s−, q) with a minus sign because parity maps S(p, s+, q) to S(p, s−, q).

The eikonal factor is universal: it does not depend on the parton flavour (be quarks or gluons) or

the spin of the emitters p and q (in fact, not even on the magnitude of the momenta p and q, since the

eikonal factor is degree-zero in p and q; it depends only on their directions). The spin independence

arises from the classical nature of the soft gluon: since its momentum vanishes its wavelength is very

long, and it cannot resolve the details of the scattering process which has emitted it.

In QCD, the soft emission factorises, e.g. the emission of soft gluons from the quark-photon vertex

is

Figure 1.7: Gluon emission from quark-photon vertex.

iMsoft = −g
(
p · ϵ(s)
p · s

− p
′ · ϵ(s)
p′ · s

)
u(p)ta(−ieΓµ)u(p

′
) , (1.144)

where Γµ represents the quark-photn interaction. Let us check that this is precisely what we are
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getting. Suppose the gluon of momentum s has positive helicity, and the reference vector is q,

p · ϵ+(s)
p · s

− p
′ · ϵ+(s)
p′ · s

=
⟨q−| /p |s−⟩
p · s

√
2⟨qs⟩

−
⟨q−| /p

′ |s−⟩
p′ · s

√
2⟨qs⟩

=

√
2⟨qp⟩��[ps]

⟨sp⟩��[ps]⟨qs⟩
−

√
2⟨qp′⟩���[p′s]

⟨sp′⟩���[p′s]⟨qs⟩

=

√
2

⟨qs⟩
⟨qp⟩⟨sp′⟩ − ⟨qp′⟩⟨sp⟩

⟨sp⟩⟨sp′⟩

use Schouten identity =

√
2

⟨��qs⟩
⟨��qs⟩⟨p

′
p⟩

⟨sp⟩⟨sp′⟩

=
√
2

⟨pp′⟩
⟨ps⟩⟨sp′⟩

(1.145)

which is, up to the
√
2, our eikonal factor.

1.5.3 Collinear limit

Next, we consider the limit as gluon 4 becomes collinear to the quark 3, p3//p4. This limit is also

singular, since the momentum P = p3+ p4, of the quark before emitting the gluon, i.e. of the “quark

parent”, is also going on shell, P 2 = 2p3 · p4 → 0. We may parametrize p3 and p4 as p3 = zP and

p4 = (1− z)P . Then using eq. (1.126), we have

Figure 1.8: Collinear limit in e+e− → qqg scattering.

i) limp3||p4A5(1
+
e+ , 2

−
e− , 3

+
q , 4

+
g , 5

−
q ) = − ⟨25⟩2

⟨12⟩⟨P5⟩
1√

1− z⟨34⟩
, (1.146)

since the spinor product scales like the square root of the momentum. The five-point amplitude has

factorised in the non-radiative amplitude (1.133),

A4(1
+
e+ , 2

−
e− , P

+
q , 5

−
q ) = − ⟨25⟩2

⟨12⟩⟨P5⟩
= − [1P ]2

[12][P5]
, (1.147)

times the splitting amplitude (note the opposite helicites for leg P),

Split−(3
+
q , 4

+
g ) =

1√
1− z⟨34⟩

. (1.148)
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In order to determine the splitting amplitude for the negative-helicity gluon, we take eq. (1.128) with

p3 = zP and p4 = (1− z)P . Then

ii) limp3||p4A5(1
+
e+ , 2

−
e− , 3

+
q , 4

−
g , 5

−
q ) = − [1P ]2

[12][P5]

z√
1− z[34]

= A4(1
+
e+ , 2

−
e− , P

+
q , 5

−
q )Split−(3

+
q , 4

−
g ) . (1.149)

with

Split−(3
+
q , 4

−
g ) =

z√
1− z[34]

. (1.150)

Likewise, we can take the collinear limit of the other two amplitudes we computed in eqs. (1.129)

and (1.131) which have opposite helicities on the quark line,

iii) limp3||p4A5(1
+
e+ , 2

−
e− , 3

−
q , 4

+
g , 5

+
q ) = − ⟨2P ⟩2

⟨12⟩⟨P5⟩
z√

1− z⟨34⟩
, (1.151)

which can be written as the non-radiative amplitude out of eqs. (1.86) and (1.98),

A4(1
+
e+ , 2

−
e− , P

−
q , 5

+
q ) =

⟨2P ⟩2

⟨12⟩⟨P5⟩
=

[15]2

[12][P5]
, (1.152)

times the splitting amplitude,

Split+(3
−
q , 4

+
g ) = − z√

1− z⟨34⟩
, (1.153)

which is the parity conjugate of Split−(3
+
q , 4

−
g ).

iv) limp3||p4A5(1
+
e+ , 2

−
e− , 3

−
q , 4

−
g , 5

+
q ) = − [15]2

[12][P5]

1√
1− z[34]

= A4(1
+
e+ , 2

−
e− , P

−
q , 5

+
q )Split+(3

−
q , 4

−
g ) , (1.154)

with

Split+(3
−
q , 4

−
g ) = − 1√

1− z[34]
, (1.155)

which is the parity conjugate of Split−(3
+
q , 4

+
g ).

These are also general features: the collinear limit of an n-point tree amplitude is

limk||qA
tree
n (1, ..., kλk , qλq , ..., n) =

∑
λP=±

Split−λp
(kλk , qλq)Atree

n (1, ..., P λP , ..., n) . (1.156)

The splitting amplitude depends on the nature and the spin of partons k and q. It features a sum

over the helicity of the parent P , with the convention that the helicity of P is reversed between

the (n− 1)-point amplitude and the splitting amplitude, since helicites are taken as all outgoing on

(splitting) amplitudes. However, in the case of a quark parent P , like in our specific case above,

helicity conservation on the quark line implies that λ3 = λP , i.e. only one helicity of P survives in
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the sum. Further, in QCD the parton flavour of the parent P is uniquely determined by the flavours

of the collinear particles q → qg, q → qg, g → qq, g → gg.

The splitting amplitudes are basically the square roots of the polarised Altarelli-Parisi splitting

functions which appear in the DGLAP evolution equations. In particular, using the four splitting

amplitudes we computed above, we can find the z dependence of the unpolarised Pqq(z) splitting

function,

Pqq(z) ∝
∣∣∣Split−(3+q , 4+g )∣∣∣2 + ∣∣∣Split−(3+q , 4−g )∣∣∣2 + ∣∣∣Split+(3−q , 4+g )∣∣∣2 + ∣∣∣Split+(3−q , 4−g )∣∣∣2

∝ 1

1− z
+

z2

1− z
=

1 + z2

1− z
. (1.157)

Including the δ(1−z) term from virtual gluons, and the + distribution to deal with the soft divergence

as z → 1, the complete Pqq(z) is

Pqq(z) = CF

Ä 1 + z2

(1− z)+
+

3

2
δ(1− z)

ä
. (1.158)

The splitting amplitude Split(k, q) is proportional to either 1/⟨kq⟩ or to 1/[kp], i.e. we can say

in general that Split(k, q) ∝ eiϕ/
√
skq, where ϕ entails a phase factor. Note however that had we

computed the splitting amplitude in a scalar theory, like ϕ3, we would have obtained Split(k, q) ∝
1/skq.

Figure 1.9: Split amplitude in ϕ3 theory.

In the case of a massless gauge theory, like QCD, the collinear singularity is softened because

helicity, or angular momentum, is not conserved in the splitting process. In fact, in the quark-gluon

splitting,

Figure 1.10: Quark-gluon splitting.

the initial helicity is 1/2 and the final helicity is -1/2, 3/2 or the initial helicity is -1/2 and the

final one is -3/2, 1/2. Likewise, in a gluon splitting
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Figure 1.11: Gluon-gluon splitting.

the initial helicity is ±1, and the final helicity is 2,0,-2.

The splitting function P , which is proportional to |Split|2, goes like 1/skq. After phase-space

integration, that leads to logarithmic collinear divergences. In a scalar theory, the splitting function

goes like 1/s2kq, leading to power-like collinear divergences.

1.6 qq̄ → (n− 2) gluon scattering

1.6.1 Colour decomposition

For QCD, or SU(Nc) gauge theories, helicity amplitudes have another great advantage: one can

organise the amplitude as a linear combination of colour factor times partial (a.k.a. colour-ordered,

colour-stripped, or sub-) amplitudes. Linear independence and the gauge invariance of the whole

amplitude imply that the colour-stripped amplitudes are gauge invariant.

In the fundamental representation of SU(Nc), the algebraic structure is given by the relation

[ta, tb] = ifabctc, where the traceless hermitian Nc × Nc generator matrices (ta)ji carry quark indices

i, j = 1, .., Nc and a gluon index a = 1, ..., N2
c −1. The ta’s are usually normalised by Tr(tatb) = TF δ

ab,

with TF = 1/2. Firstly, in order to avoid, a proliferation of
√
2’s in the sub-amplitudes, we rescale

the t’s, T a =
√
2ta, such that Tr(TaTb) = δab. Thus, the Feynman rule for the quark-gluon vertex

changes as

Figure 1.12: Feynman rule for the quark-gluon vertex.

In terms of T ’s, the SU(Nc) algebra is given by [T a, T b] = i
√
2fabcT c, i.e. such that the structure

constants fabc are given by

fabc = − i√
2
Tr
Ä
[T a, T b] T c

ä
. (1.159)

The fabc’s appear in the Feynman rules for the 3-gluon and 4-gluon vertices. The idea is to replace

systematically in every Feynman diagram all the fabc’s in terms of T a’s, using the relation above.

For example, the Feynman rule for the three-gluon vertex is
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gfabc[gµρ(k − q)ν + gµν(p− k)ρ + gρν(q − p)µ] . (1.160)

Using eq. (1.159), we can devise the colour-ordered Feynman rule

− ig√
2
tr
Ä
T aT bT c

äî
gµρ(q − k)ν + gµν(k − p)ρ + gρν(p− q)µ

ó
(1.161)

+ non-cyclic permutation

The simplest example we consider is qq̄ → gg scattering,

Figure 1.13: qq̄ → gg scattering

The first two (Abelian) diagrams yield T a3T a4 and T a4T a3 colour factors; the third (non-Abelian)

diagram has a colour factor fa3a4cT c. One could replace i
√
2fa3a4cT c = T a3T a4−T a4T a3 (as e.g. done

by Peskin in his lectures) and immediately get the T a3T a4 and T a4T a3 colour orders, which shows

that the amplitude can be written in terms of sub-amplitudes as

M(1λ1
q̄ , 2

−λ1
q , 3g, 4g) = g2[A(1λ1

q̄ , 2
−λ1
q , 3g, 4g)T

a3T a4 + A(1λ1
q̄ , 2

−λ1
q , 4g, 3g)T

a4T a3 ] . (1.162)

Although slightly longer in this case, a more general procedure is to use the colour-ordered Feynman

rule for the 3-gluon vertex, and then use the Fierz identity for SU(Nc) matrices,

(T c)j1i1 (T
c)j2i2 = δj2i1 δ

j1
i2 − 1

Nc

δj1i1 δ
j2
i2 , (1.163)

whose (’t Hooft) graphical representation is

Figure 1.14: ’t Hooft graphical representation.
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Then the colour-ordered factor of the non-Abelian piece is

(T c)j2i1 [Tr(T
aT bT c)− Tr(T bT aT c)] = (T c)j2i1 (T

c)j4i3
Ä
(T aT b)i3j4 − (T bT a)i3j4

ä
= (T aT b)j2i1 − (T bT a)j2i1 −

1

Nc����������:0
Tr(T aT b − T bT a)δj2i1 ,(1.164)

and we obtain the amplitude in terms of colour-ordered amplitudes as above. This procedure can be

used, though, for qq → any number of gluons. For three or more gluons, we also need the four-gluon

vertex,

−ig2[fabef cde(gµρgνσ − gµσgνρ)

+facef bde(gµνgρσ − gµσgνρ)

+fadef bce(gµνgρσ − gµρgνσ) , (1.165)

written in colour-ordered form. Each product of two f ’s can be unfolded by applying twice

eq. (1.159). Then

fabef cde = −1

2
Tr
Ä
[T a, T b] T e

ä
Tr
Ä
[T c, T d] T e

ä
= −1

2

Å
Tr
Ä
[T a, T b][T c, T d]

ä
− 1

N�������������:0

Tr
Ä
[T a, T b]

ä
Tr
Ä
[T c, T d]

äã
, (1.166)

where in the second line we used the SU(Nc) Fierz identity (1.163), so a product of traces can be

written as a single trace. Unfolding the trace, and repeating the same procedure for face f bde and

fade f bce, we obtain the colour-ordered Feynman rule of the four-gluon vertex,

ig2

2
tr
î
T aT bT cT d

ó
· (2gµρgνσ − gµσgνσ − gµνgρσ) (1.167)

+ 5 non-cyclic permutations

Given the generic strings of T matrices, τ1 and τ2, using the SU(Nc) Fierz identity (1.163), one

obtains the following useful colour identities,

i) Tr(τ1T
c)Tr(τ2T

c) = (τ1)
j1
i1 (T

c)i1j1(τ2)
j2
i2 (T

c)i2j2

= Tr(τ1τ2)−
1

Nc

Tr(τ1)Tr(τ2) . (1.168)

ii) Tr(τ1T
cτ2T

c) = (τ1)
i2
i1(T

c)i3i2(τ2)
i4
i3(T

c)i1i4

= Tr(τ1)Tr(τ2)−
1

Nc

Tr(τ1τ2) . (1.169)
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Finally, using (T cT c)i2i1 = Cfδ
i2
i1 , where Cf =

N2
c − 1

Nc

, we have the identity

iii) Tr(τ1T
cT cτ2) =

N2
c − 1

Nc

Tr(τ1τ2) . (1.170)

However, in the two previous cases where we used the SU(Nc). Fierz identity, eqs. (1.164) and

(1.166), the 1/Nc term dropped. The 1/Nc term makes the SU(Nc) generator matrices traceless.

Since U(Nc) = SU(Nc)× U(1), the additional U(1) generator is proportional to the identity,

(T
aU(1)

i )j =
1√
Nc

δji , (1.171)

such that the U(Nc) Fierz identity,

(T c)j2i1 (T
c)j4i3 = δj4i1 δ

j2
i3 , (1.172)

differs from the SU(Nc) Fierz identity (1.163) only by the 1/Nc term. The U(1) generator (1.171)

commutes with SU(Nc), so it can be thought of as a photon, which is colourless and does not couple

to gluons. That is why the 1/Nc term dropped in the usage of the SU(Nc) Fierz identity above, and

it will drop in all only-gluon amplitudes or in the ones for qq → any number of gluons. It can survive

only if a gluon is attached to quark lines on both ends. So it contributes only to the amplitudes with

at least two quark lines. As we will see, the U(1) generator can also be used to replace gluons with

photons.

Using the colour-ordered Feynman rules of the 3-gluon and 4-gluon vertices, and the SU(Nc)

Fierz identity, it is possible to show that the general colour decomposition for the amplitude of qq →
any number of gluons can be reduced to a single string of T a matrices,

M tree
n (1λ1

q̄ , 2
−λ1
q , 3g, ..., ng) = gn−2

∑
σ∈Sn−2

(T aσ3 · · · T aσn)j2i1A
tree
n (1λ1

q̄ , 2
−λ1
q , σ(3λ3) · · · σ(nλn)) , (1.173)

where the sum is over the (n− 2) permutations of the gluon labels, and the λ’s label helicities. The

work is then all in computing the sub-amplitudes Atree
n (1λ1

q̄ , 2
−λ1
q , σ(3λ3) · · · σ(nλn)).

1.6.2 qq̄ → gg scattering

As we said above, for n = 2, the colour decomposition is given by eq. (1.162). In app. H.12, we

compute the sub-amplitudes,

Atree
4 (1+q̄ , 2

−
q , 3

±
g , 4

±
g ) = 0 , (1.174)

Atree
4 (1+q̄ , 2

−
q , 3

+
g , 4

−
g ) =

⟨24⟩3⟨14⟩
⟨12⟩⟨23⟩⟨34⟩⟨41⟩

, (1.175)

Atree
4 (1+q̄ , 2

−
q , 3

−
g , 4

+
g ) =

⟨23⟩3⟨13⟩
⟨12⟩⟨23⟩⟨34⟩⟨41⟩

. (1.176)
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Eqs. (1.175) and (1.176) are MHV amplitudes for qq → gg. They can also be written as MHV

amplitudes, i.e. in terms of left-handed spinor products [ ] only. Note that Atree
4 (1+q̄ , 2

−
q , 3

+
g , 4

−
g ) and

Atree
4 (1+q̄ , 2

−
q , 3

−
g , 4

+
g ) are two distinct colour-ordered amplitudes, not related by Bose symmetry.

The non-vanishing helicity configurations are

M(1+q̄ , 2
−
q , 3

+
g , 4

−
g ) = g2

î ⟨24⟩3⟨14⟩
⟨12⟩⟨23⟩⟨34⟩⟨41⟩

T a3T a4 +
⟨24⟩3⟨14⟩

⟨12⟩⟨24⟩⟨43⟩⟨31⟩
T a4T a3

ó
, (1.177)

where we got the second term, A(1+q̄ , 2
−
q , 4

−
g , 3

+
g ), from A(1+q̄ , 2

−
q , 3

−
g , 4

+
g ), eq. (1.176), by swapping

labels 3 and 4. Likewise,

M(1+q̄ , 2
−
q , 3

−
g , 4

+
g ) = g2

î ⟨23⟩3⟨13⟩
⟨12⟩⟨23⟩⟨34⟩⟨41⟩

T a3T a4 +
⟨23⟩3⟨13⟩

⟨12⟩⟨24⟩⟨43⟩⟨31⟩
T a4T a3

ó
. (1.178)

Note that, as colour-dressed amplitudes,M(1+q̄ , 2
−
q , 3

+
g , 4

−
g ), eq. (1.177), andM(1+q̄ , 2

−
q , 3

−
g , 4

+
g ), eq. (1.178),

are related by Bose symmetry, by swapping labels 3 and 4.

By parity, we obtain the other two amplitudes,

∣∣∣M(1−q̄ , 2
+
q , 3

−
g , 4

+
g )
∣∣∣2 = ∣∣∣M(1+q̄ , 2

−
q , 3

+
g , 4

−
g )
∣∣∣2 . (1.179)∣∣∣M(1−q̄ , 2

+
q , 3

+
g , 4

−
g )
∣∣∣2 = ∣∣∣M(1+q̄ , 2

−
q , 3

−
g , 4

+
g )
∣∣∣2 . (1.180)

Summing over helicities, the squared amplitude is

∑
hel

|M(1q̄, 2q, 3g, 4g)|2 = g4
î
2
(N2

c − 1)2

Nc

s213 + s214
s13s14

− 4Nc(N
2
c − 1)

s213 + s214
s212

ó
, (1.181)

(see app. H.13), or averaging over initial colours and helicities, i.e. dividing by 4N2
c , the averaged

squared amplitude is

∑
hel

∣∣∣M(1q̄, 2q, 3g, 4g)
∣∣∣2 = g4

î(N2
c − 1)2

2N3
c

s213 + s214
s13s14

− N2
c − 1

Nc

s213 + s214
s212

ó
. (1.182)

The squared amplitude is symmetric under s13 ↔ s14 or t↔ u, exchange.

1.6.3 MHV amplitudes

Next, we consider the n-point amplitude for qq → (n− 2) gluons. Using the same identity as for two

equal-helicity gluons (1.116), it is easy to show that

Atree
n (1±q̄ , 2

∓
q , 3

±
g , ..., n

±
g ) = 0 , (1.183)
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for all equal-helicity gluons. The two MHV amplitudes for qq → gg, eqs. (1.175) and (1.176), are

extended to an arbitrary number of gluons. The amplitude for all positive-helicity gluons but one is

Atree
n (1+q̄ , 2

−
q , 3

+
g , ..., i

−
g , ..., n

+
g ) =

⟨2i⟩3⟨1i⟩
⟨12⟩⟨23⟩ · · · ⟨(n− 1)n⟩⟨n1⟩

, (1.184)

where i labels the only negative-helicity gluon. Conversely, the amplitude for all negative-helicity

gluons but one, is a MHV amplitude,

Atree
n (1+q̄ , 2

−
q , 3

−
g , ..., i

+
g , ..., n

−
g ) = (−1)n

[1i]3[2i]

[12][23] · · · [(n− 1)n][n1]
, (1.185)

where i labels the only positive-helicity gluon.

It is apparent that MHV or MHV amplitudes for qq → any number of gluons can have poles only

in s12, s23, ..., sn−1, sn1. There are no poles in, say, s13 or s14. Tree amplitudes have factorisation poles

only when an intermediate state P goes on-shell,

Figure 1.15: Multi-particle factorisation.

In a colour-ordered amplitude, particles must be cyclically adjacent in order to produce a pole.

That is why poles in, say, s13 do not appear in A(1±q̄ , 2
∓
q , 3g, ..., ng), whatever are the gluon helicities.

In particular, for MHV amplitudes, there are also no multi-particle poles, i.e. poles of the type

s12...m = (k1 + ...+ km)
2, with m ≥ 3. We will explain this later.

1.7 Gluon amplitudes

1.7.1 Trace-based colour decomposition

Using the colour-ordered Feynman rules of the three-gluon and four-gluon vertices, and the SU(Nc)

Fierz identity to reduce any product of two traces to a single trace, it is possible to show that the

general colour decomposition of an n-gluon tree amplitude can be reduced to a single trace of T a

matrices,

M tree
n (1g, . . . , ng) = gn−2

∑
σ∈Sn/Zn

Tr(T aσ1 · · ·T aσn )Atree
n (σ(1λ1) · · ·σ(nλn)) , (1.186)

where the sum is over the (n − 1)! non-cyclic permutatons of the gluon labels. Zn is the subset of

the cyclic permutations, which leave the trace invariant.
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Hence also the colour-ordered amplitudes:

i) Atree
n (σ(1λ1) · · · σ(nλn)) are cyclically invariant.

In order to get rid of the cyclic invariance in the colour decomposition (1.186), one could e.g. fix the

position of gluon 1 and permute all the others,

M tree
n (1, . . . , n) = gn−2

∑
σ∈Sn−1

Tr(T aσ1 · · ·T aσn )Atree
n (1λ1σ(2λ2) · · ·σ(nλn)) , (1.187)

where we drop the gluon index, when dealing with gluons only.

Examining the Feynman diagrams which contribute to each sub-amplitude, one finds that sub-

amplitude have a reflection identity,

ii) Atree
n (n, . . . , 1) = (−1)nAtree

n (1, . . . , n) . (1.188)

Further, as we said in sec. 1.6.1, the 1/Nc term in the SU(NC) Fierz identity decouples in ampli-

tudes with only gluons. Accordingly, the colour decomposition (1.186) is equally valid for U(Nc) =

SU(Nc)×U(1). But gluon amplitudes which contain the U(1) generator must vanish. So if we insert

the U(1) generator (T aU(1))ji =
1√
Nc

δji instead of T a1 into the colour decomposition (1.186), and col-

lect terms containing the same trace, we get a vanishing linear combination of (n−1) sub-amplitudes,

Atree
n (1, 2, 3, . . . , n)+Atree

n (2, 1, 3, . . . , n)+Atree
n (2, 3, 1, . . . , n)+· · ·+Atree

n (2, 3, . . . , 1, n) = 0 , (1.189)

which we can also write as

iii)
∑

σ∈cyclic
Atree

n (1, σ(2), . . . , σ(n)) = 0 . (1.190)

which is called photon decoupling identity.

The trace-based decomposition is clearly over-complete, the independent sub-amplitudes are less

than (n − 1)!. Let us see how many they are for n = 4. From the trace-based decomposition, we

must consider the sub-amplitudes,

Figure 1.16: Reflection and cyclicity acting on four-gluon sub-amplitudes.

Reflection and cyclicity connect the sub-amplitudes according to the red arrows. Let us keep the

ones of the first line. Further, let us apply the photon decoupling identity to gluon 1,

A(1, 2, 3, 4) + A(1, 4, 2, 3) + A(1, 3, 4, 2) = 0 . (1.191)

So the independent sub-amplitudes are reduced to two, and using the photon decoupling identity
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on the other gluons, it is possible to see that one cannot reduce further the set of independent

sub-amplitudes, which can be chosen to be any of the two not connected by reflection.

In fact, shortly after the trace-based decomposition was found, Kleiss and Kuijf (KK) found the

relation [17],

Atree
n (1, {a}, n, {β}) = (−1)nβ

∑
σ∈{a}⊔⊔{βT }

Atree
n

Ä
1, σ({a}, {βT}), n

ä
, (1.192)

where {a}∪{β} = {2, 3, ..., n−1}, nβ is the number of elements in {β}, {βT} is {β} with the ordering

reversed, and the shuffle {a}⊔⊔{βT} of the (n−2) elements of {a}∪{βT} are the permutations which

preserve the ordering of the ai within {a} and of the βi within {βT} while allowing for all possible

orderings of the ai with respect to βi (like suffling two decks of cards). Note that the number of

permutations given by the shuffle {a} ⊔⊔{βT}, i.e. the number of sub-amplitudes on the right-hand

side of the KK relation, is given by the binomial coefficient

Ñ
n− 2

nβ

é
with nα + nβ = n− 2.

The KK relation includes the reflection and the photon-decoupling identities and reduces the

number of independent sub-amplitudes to (n− 2)!.

Let us apply the KK relation on the four-point amplitude,

• a) choose {β} = {∅}, i.e. the null set, and {a} = {2, 3} then KK implies a trivial identity;

• b) choose {β} = {2, 3} and {a} = {∅}, then KK implies

Atree(1, 4, 2, 3) = Atree(1, 3, 2, 4)
cycl
= A(3, 2, 4, 1) , (1.193)

i.e. the reflection identity

• c) choose {a} = {2} and {β} = {3}, then KK implies

Atree(1, 2, 4, 3) = −Atree(1, 2, 3, 4)− Atree(1, 3, 2, 4) , (1.194)

i.e.

Atree(1, 2, 3, 4) + Atree(1, 3, 2, 4) + Atree(1, 2, 4, 3) = 0 , (1.195)

and with reflection and cyclicity,

Atree(1, 2, 3, 4) + Atree(1, 4, 2, 3) + Atree(1, 3, 4, 2) = 0 , (1.196)

i.e. the photon decoupling identity on gluon 1.
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1.7.2 Multiperipheral colour decomposition

We shall consider now another colour decomposition. Let us rescale the structure constants (1.159)

by setting,

F abc = i
√
2fabc = Tr

Ä
[T a, T b]T c

ä
. (1.197)

Then the multiperipheral-based colour decomposition of the n-gluon tree amplitude is [18]

M tree
n (1g, . . . , ng) = gn−2

∑
σ∈Sn−2

(F aσ2 · · ·F aσn−1 )a1anA
tree
n (1, σ(2), . . . , σ(n− 1), n) , (1.198)

which displays (n− 2)! sub-amplitudes, and includes the KK relation.

The trace-based and the multiperipheral-based colour decompositions are equivalent (they use

the same colour-stripped amplitudes), and one can go from the trace-based to the multiperipheral-

based decompositions using the KK relation. A way to see this is to use the multi-Regge kinematics

(MRK), which is how the multiperipheral-based decomposition was found. Let us consider the

scattering where gluons 1 and n are incoming and gluons 2, . . . , n− 1 are outgoing. Let us divide the

phase space in (n− 2)! simplices, according to the rapidity ordering of the (n− 2) outgoing gluons.

Let us select the simplex with rapidity ordering y2 > y3 > . . . > yn−1. The sub-simplex with strong

rapidity ordering y2 >> y3 >> . . . >> yn−1 defines the MRK.

In MRK, amplitudes have naturally a multiperipheral structure (due to Fadin-Kuraev-Lipatov [19])

M tree
n (1g, . . . , ng)|y2>>...>>yn−1= gn−2(F a2 · · ·F an−1)a1anA

tree
n (1, 2, . . . , n− 1, n) . (1.199)

Note that there is only one string of F matrices.

Figure 1.17: Multiperipheral structure of n-gluon amplitude.

One can recover the multiperipheral structure from the trace-based decomposition by noting that

in MRK the leading subamplitudes are of type Atree
n (1, {a}, n, {βT}), where both {a} and {β} are

increasing sequences, which can be unfolded to display a KK structure.

Let us consider the colour ordering (1, 2, . . . , n − 1, n) and display it in the ’t Hooft graphical

representation, fig. (1.14),
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Figure 1.18: Colour ordering (1, 2, . . . , n− 1, n) of n-gluon amplitude in ’t Hooft graphical represen-
tation.

In MRK, the associated colour-stripped amplitude is (see eq. (H.169) )

Atree
n (1, 2, . . . , n− 1, n) = AMRK

n (1, . . . , n) . (1.200)

We can think of the colour ordering (1, 2, . . . , n − 1, n) as the KK relation with {β} = {∅} and

{α} = {2, . . . , n− 1}. All sets {α}, where 2, . . . , n− 1 are not in an increasing sequence, yield power

sub-leading contributions because of the strong rapidity ordering, y2 >> y3 >> . . . >> yn−1.

Next, let us consider the colour ordering (1, 2, . . . , j − 1, j + 1, . . . , n, j),

Figure 1.19: Colour ordering (1, 2, . . . , j−1, j+1, . . . , n, j) of n-gluon amplitude in ’t Hooft graphical
representation.

where in the graph on the right-hand side we have ”untwisted” the colour lines. In MRK, we

have

Atree
n (1, {a}, n, j) = −AMRK

n (1, . . . , n) , j = 2, . . . , n− 1 , (1.201)

with {a} = {2, . . . , j − 1, j + 1, . . . , n − 1} and {β} = j. We can think of {a} ({β}) as the set of

gluons on the upper (lower) side of the untwisted plot. The right-hand side of the equation above is

the leading contribution of the KK relation,

An(1, {a}, n, j) = −
∑

σ∈{a}⊔⊔j
An(1, σ({a}, j), n) . (1.202)

There are (n− 2) of such leading contributions since j = 2, . . . , n− 1, and we can suffle the position

of j on the untwisted plot, and still get the result above. However, all sets {α}, where 2, . . . , j −
1, j + 1, . . . , n− 1 are not in an increasing sequence, yield power sub-leading contributions.

Next, let us consider the colour ordering (1, 2, . . . , j − 1, j + 1, . . . , k − 1, k + 1, . . . , n, k, j),
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Figure 1.20: Colour ordering (1, 2, . . . , j − 1, j + 1, . . . , k − 1, k + 1, . . . , n, k, j) of n-gluon amplitude
in ’t Hooft graphical representation.

In MRK, we obtain

Atree
n (1, {a}, n, {βT}) = AMRK

n (1, . . . , n, ) , j, k = 2, . . . , n− 1 , j < k . (1.203)

with {a} = {2, . . . , j − 1, j + 1, . . . , k − 1, k + 1, . . . , n− 1} and {β} = {j, k}. The right-hand side is

the leading contribution of the KK relation,

An(1, {a}, n, {βT}) =
∑

σ∈{a}⊔⊔{β}
An (1, σ({a}, {β}), n) . (1.204)

There are

Ñ
n− 2

2

é
of such leading contributions since we can shuffle the position of j and k on the

untwisted plot, and still get the result above. All sets {α}, where 2, . . . , j − 1, j + 1, . . . , k − 1, k +

1, . . . , n − 1 are not in an increasing sequence, yield power sub-leading contributions. By keeping

moving gluons to the lower side of the untwisted plot we span all the colour orderings.

Inserting the colour factors, the amplitude in MRK is

M tree
n (1, . . . , n)|y2>>...>>yn−1= gn−2AMRK

n (1, . . . , n)

×
î
Tr(T a1 · · · T an)−

n−1∑
j=2

Tr(T a1 · · ·T anT aj) +
n−1∑

i<k=2

Tr(T a1 · · ·T anT akT aj) + . . .
ó
.(1.205)

The
n−2∑
nβ=0

Ñ
n− 2

nβ

é
= 2n−2 traces with alternating signs can all be collected through the identity,

F a1a2x1F x1a3x2 · · ·F xn−3an−1an = Tr
Ä
T a1
î
T a2 , [T a3 , [ . . . , [T an−1 , T an ], . . . ]

ä
= (F a2 · · ·F an−1)a1an , (1.206)

thus we get

M tree
n (1, . . . , n)|y2>>...>>yn−1= gn−2(F a2 · · ·F an−1)a1anA

MRK
n (1, . . . , n) . (1.207)

The same procedure can be repeated for all the (n−2)! simplices, thus generating the (n−2)! strings

of F ’s of the multiperipheral-based colour decomposition (1.198).

By using the identity (1.206), it is possible to show that the multiperipheral-based colour decom-

position is equivalent to inserting the KK relation into the trace-based colour decomposition also
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without resorting to a specific kinematic set-up. More details can be found in section 2.3 of [12] and

in [18].

Finally, the KK relation has been proven using monodromy relations (contour deformations in the

complex plane, i.e. on the Riemann sphere with punctures) in the low-energy limit of string-theory

amplitudes ([20, 21]) and using the BCFW recursion relations in field theory [22].

This is not the end of the story. There is actually another set of relations, induced by colour-

kinematics (CK) duality, which reduces the number of independent sub-amplitudes to (n−3)!. They

are a bit more involved, and there is no known colour decomposition which allows us to write the

amplitude in terms of (n − 3)! sub-amplitudes. However, CK duality holds great value, because it

exposes a link between gauge theories and gravity. We will postpone the study of CK duality until

we have got acquainted with the pure-gluon sub-amplitudes.

1.7.3 Parke-Taylor formula

Gluon amplitudes are built out of 3-gluon and 4-gluon vertices. n-gluon tree amplitudes may have

up to n − 2 vertices. Each vertex contributes at most one momentum, so there can be at most

(n − 2) momenta to contract with the n polarisation vectors ϵ(pi, ki), i = 1, . . . , n, so each diagram

will contain at least one ϵi · ϵj term. If we can arrange that all the ϵi · ϵj vanish, then the amplitude

vanishes.

Let us consider the tree all-plus helicity amplitude. Using the identity (1.116), ϵ+(pi, k)·ϵ+(pj, k) =
0, and choosing the same reference vector ki = k for all ϵ’s, we can make the amplitude vanish,

Atree
n (1+, 2+, . . . , n+) = 0 (of course, we cannot choose k to be any of the momenta pi, else the polari-

sation ϵ(pi, pi) would be singular, however we can build a light-like vector kµ as a linear combination

of the momenta pi). Next, let us take gluon 1 to have negative helicity, i.e. we consider the sub-

amplitude Atree
n (1−, 2+, . . . , n+). We may choose e.g. the reference vectors to be k1 = pn and ki = p1

with i = 2, . . . , n. Using the identity (1.117), ϵ+(pi, p1) · ϵ−(p1, pn) = 0, we make also this amplitude

vanish Atree
n (1−, 2+, . . . , n+) = 0.

The sub-amplitude with the two positive and two-negative helicity gluons is (see app. H.14)

Atree
4 (1, 2, 3, 4) =

⟨ij⟩4

⟨12⟩⟨23⟩⟨34⟩⟨41⟩
, (1.208)

where i, j are the negative-helicity gluons independently of their position in the colour ordering. The

amplitude above is the beginning of an infinite tower of MHV amplitudes, given by the renowned

Parke-Taylor (PT) formula [1] for the sub-amplitude with two-negative and (n− 2) positive helicity

gluons,

Atree
4 (1+, 2+, . . . , i−, . . . , j−, . . . , n+) =

⟨ij⟩4

⟨12⟩⟨23⟩ . . . ⟨(n− 1)n⟩⟨n1⟩
. (1.209)
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Likewise, for the MHV sub-amplitude with two positive and (n− 2)-negative helicity gluons,

Atree
4 (1−, 2−, . . . , i+, . . . , j+, . . . , n−) = (−1)n

[ij]4

[12][23] . . . [(n− 1)n][n1]
. (1.210)

As we already said in sec. 1.6.3 when discussing qq → (n− 2) gluons, for MHV ampitudes there are

no multi-particle poles, s12,...,m = (k1 + . . .+ km)
2, with m ≥ 3.

Figure 1.21: Multi-particle factorisation. The on-shell leg P is depicted as outgoing on both sides,
but then with opposite helicities.

A MHV amplitude has two-negative helicity gluons, plus one more negative helicity from the on-

shell leg P . That is three negative helicity gluons, but in order for the MHV amplitude to factorise

into two non-vanishing amplitudes, each must have at least two-negative helicity gluons, for a total

of at least four. Thus, MHV amplitudes cannot have multi-particle poles.

Two questions arise:

1. The PT formula is extremely simple. It looks magic. Can we prove it? Shortly after it was

found, the PT formula was proven by Berends and Giele [23] using recursion relations on off-shell

currents. Although they lie slightly outside our course (which deal with on-shell quantities),

we shall display later the Berends-Giele recursion relations, since they are still the fastest way

to generate tree amplitudes. We shall look at Berends-Giele proof of the PT formula later.

2. There are formulae for MHV amplitudes of gluons only; of qq → (n−2) gluons; of four fermions

plus any number of gluons or photons, and they look alike. Are they related ? Yes, they are,

and one can see it is using the relations imposed by supersymmetric Yang-Mills theories. Now,

QCD is a non-supersymmetric Yang-Mills theory, but one can see that only at loop level,

where one can appreciate the difference between a quark loop and a gluino loop. So n-gluon

tree amplitudes cannot tell if they come from QCD, or from a supersymmetric extension.

Tree amplitudes with quarks can tell the difference, because quarks are in the fundamental

representation of SU(Nc), while gluinos are in the adjoint; but only after including colour. Thus,

colour-stripped amplitudes with quarks are indistinguishable from colour-stripped amplitudes

with gluiuos. We shall look at these properties in the next section.

1.7.4 Bern, Carrasco, Johansson relations

Let us go back to the issue of how many independent colour-stripped amplitudes there are in a

scattering amplitude with only gluons. Let us consider the four-gluon amplitude. Four diagrams
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contribute to it,

Figure 1.22: Feynman diagrams contributing to the four-gluon amplitude.

We can write the amplitude as a sum over the three channels corresponding to the first three

diagrams,

iM4 = −ig2
Änscs
s

+
ntct
t

+
nucu
u

ä
, (1.211)

where cs, ct, cu (ns, nt, nu) are colour (kinematic) factors.

The diagram with the four-gluon vertex is absorbed into the diagrams with three-gluon vertices

by matching the suitable colour factor and inserting a propagator as sij/sij. For example, using the

usual three-gluon vertex (1.160), the s-channel contribution is (s12 = s)

g2fa1a2bf ba3a4
−i
s
ϵµ1
1 ϵ

µ2
2 ϵ

µ3
3 ϵ

µ4
4

·[(p1 − p2)ag
µ1µ2 + 2pµ2

2 g
aµ2 − 2pµ2

1 g
aµ1 ]

·[(p3 − p4)ag
µ3µ4 + 2pµ3

4 g
aµ4 − 2pµ4

3 g
aµ3 ] . (1.212)

where we used that the gluons are on-shell, pi · ϵi = 0. Then, out of the 4-gluon vertex (1.165),

we just pick up the matching colour factor,

−ig2fa1a2bf ba3a4(gµ1µ3gµ2µ4 − gµ1µ4gµ2µ3) . (1.213)

If the s-channel colour factor is taken to be

cs = F a1a2bF ba3a4 = −2fa1a2bf ba3a4 , (1.214)

with the normalisation (1.197), the s-channel kinematic factor is

ns = −1

2

Ä
[(p1 − p2)

αϵ1 · ϵ2 + 2ϵ1 · p2ϵα2 − 2ϵ2 · p1ϵα1 ] [(p3 − p4)αϵ3 · ϵ4 + 2ϵ3 · p4ϵ4α − 2ϵ4 · p3ϵ3α]

+s(ϵ1 · ϵ3ϵ2 · ϵ4 − ϵ1 · ϵ4ϵ2 · ϵ3)
ä
. (1.215)

The other colour and kinematic factors are obtained by a cyclic permutation of the labels (1, 2, 3),

ctnt = csns|1→2→3→1, cunu = csns|1→3→2→1 . (1.216)

The QCD Ward identities say that if we replace the polarisation of a gluon, say ϵ4, by its momentum

p4, while keeping all the other gluons on-shell, the amplitude vanishes.
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If we replace ϵ4 with p4 in ns, we get

ns|ϵ4=p4 = −1

2

Ä
[(p1 − p2)

αϵ1 · ϵ2 + 2ϵ1 · p2ϵα2 − 2ϵ2 · p1ϵα1 ] [(p3 + p4)αϵ3 · p4 − 2p3 · p4ϵ3α]

+s(ϵ1 · ϵ3ϵ2 · p4 − ϵ1 · p4ϵ2 · ϵ3)
ä
. (1.217)

Using momentum conservation p4 = −p1 − p2 − p3,

ns|ϵ4=p4 = −1

2

Ä
[−

�����������:0

(p1 − p2) · (p1 + p2)ϵ3 · p4 − sϵ3 · (p1 − p2)]ϵ1 · ϵ2
+(−2((((((ϵ1 · p2p1 · ϵ2 + 2((((((ϵ2 · p1ϵ1 · p2)ϵ3 · p4 − s (2ϵ1 · p2ϵ2 · ϵ3 − 2ϵ2 · p1ϵ1 · ϵ3)

+s (−ϵ1 · ϵ3ϵ2 · (p1 + p3) + ϵ2 · ϵ3ϵ1 · (p2 + p3))
ä

= −s
2

Ä
ϵ3 · (p2 − p1)ϵ1 · ϵ2 + ϵ1 · (p3 − p2)ϵ2 · ϵ3 + ϵ2 · (p1 − p3)ϵ3 · ϵ1

ä
, (1.218)

which can be written as

ns|ϵ4=p4= sf(p, ϵ) , (1.219)

with

f(p, ϵ) = −1

2

∑
cyclic σ

ϵσ1 · ϵσ2(ϵσ3 · pσ2 − ϵσ3 · pσ1) , (1.220)

which is by definition invariant under cyclic permutations. Thus, for the amplitude, we getÄnscs
s

+
ntct
t

+
nucu
u

ä
|ϵ4=p4= (cs + ct + cu)f(p, ϵ) , (1.221)

which is gauge invariant if cs + ct + cu = 0. But

cs + ct + cu = −2(fa1a2bf ba3a4 + fa2a3bf ba1a4 + fa3a1bf ba2a4) = 0 , (1.222)

because of Jacobi identity on the structure functions.

Further, also the sum of the kinematic factors vanishes,

ns + nt + nu = 0 . (1.223)

E.g. collecting the terms proportional to ϵ1 · ϵ2, from ns we get

(p1 − p2) · (p3 − p4)ϵ3 · ϵ4 + 2(p1 − p2) · ϵ4ϵ3 · p4 − 2(p1 − p2) · ϵ3ϵ4 · p3 , (1.224)

from nt, we get

4ϵ3 · p2ϵ4 · p1 + 2p2 · p3ϵ3 · ϵ4 , (1.225)

from nu, we get

−4ϵ3 · p1ϵ4 · p2 − 2p3 · p1ϵ3 · ϵ4 . (1.226)
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So, using momentum conservation, the term of ns + nt + nu proportional to ϵ1 · ϵ2 isî
2(��p1 −��p2) · p3ϵ3 · ϵ4 − 2(p1 − p2) · ϵ4ϵ3 · (p1 + p2)− 2(p1 − p2) · ϵ3ϵ4 · p3
+4ϵ3 · p2ϵ4 · p1 +(((((((2p2 · p3ϵ3 · ϵ4 − 4ϵ3 · p1ϵ4 · p2 −(((((((2p3 · p1ϵ3 · ϵ4

ó
ϵ1 · ϵ2

=
Ä
[−2(p1 − p2) · ϵ4 + 2p3 · ϵ4 + 4p1 · ϵ4]p2 · ϵ3 + [−2(p1 − p2) · ϵ4 − 2p3 · ϵ4 − 4p2 · ϵ4]p1 · ϵ3

ä
ϵ1 · ϵ2

= 2(p1 + p2 + p3) · ϵ4(p2 · ϵ3 − p1 · ϵ3)ϵ1 · ϵ2
= 0 . (1.227)

Likewise, all the other terms vanish (please check it).

Solving the Jacobi identity ct = −cu − cs, we can write the amplitude in a gauge-invariant form

since the colour factors cu and cs are independent,

iM4 = −ig2
ïÅns

s
− nt

t

ã
cs +

Ånu

u
− nt

t

ã
cu

ò
, (1.228)

i.e. since the amplitude is gauge invariant, and cs and cu are independent, then the coefficientsÅns

s
− nt

t

ã
and

Ånu

u
− nt

t

ã
are gauge invariant.

But the multiperipheral colour decomposition (1.198) for the four-point amplitude is

M4 = g2
î
F a1a2bF ba3a4A4(1, 2, 3, 4) + F a1a3bF ba2a4A4(1, 3, 2, 4)

ó
, (1.229)

Since cs = F a1a2bF ba3a4 and cu = F a3a1bF ba2a4 , we can also write it as

M4 = g2[csA4(1, 2, 3, 4)− cuA4(1, 3, 2, 4)] . (1.230)

Equating eqs. (1.228) and (1.230), we get the colour-stripped amplitudes,

iA4(1, 2, 3, 4) = −i
Åns

s
− nt

t

ã
= −i

ñÇ
1

s
+

1

t

å
ns +

nu

t

ô
, (1.231)

iA4(1, 3, 2, 4) = i
Ånu

u
− nt

t

ã
= i

ñ
ns

t
+

Ç
1

u
+

1

t

å
nu

ô
, (1.232)

where we used the kinematic identity (1.223) nt = −nu−ns. We can also write them in matrix form,

i

Ñ
A4(1, 2, 3, 4)

A4(1, 3, 2, 4)

é
= −i

Ü
− u

st

1

t

−1

t

s

ut

êÑ
ns

nu

é
, (1.233)

where we used momentum conservation. Note that the rank of the matrix is less than 2, since the

determinant vanishes,

− u

st

s

ut
+

1

t2
= 0 , (1.234)
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consistently with the fact that the system (1.233) cannot be solved for ns and nu, which are gauge

dependent, in terms of the sub-amplitudes, which are gauge invariant. The two equations in (1.233)

can be put together,

A4(1, 3, 2, 4) =
s

u
A4(1, 2, 3, 4) , (1.235)

or equivalently, the eigenvalue equation for the matrix in (1.233),

λ2 −
Å s
ut

− u

st

ã
λ−

������*
0

u

st

s

ut
+

1

t2
= 0 , (1.236)

has solutions,

λ1 = 0, λ2 =
1

s
− 1

u
. (1.237)

The orthogonality condition on the null eigenvector,

− u

st
v1 +

1

t
v2 = 0 , (1.238)

yields eq. (1.235).

Eq. (1.235) was found by Bern, Carrasco, Johansson [28], it is known as BCJ relation and implies

a linear dependence between the two sub-amplitudes of the four-gluon amplitude.

Firstly, let us check that the BCJ relation (1.235) we obtained out of the four-gluon amplitude

does hold on a specific helicity configuration. Let us take (1−2−3+4+). The sub-amplitudes are

simultaneously MHV and MHV, and can be written as

A4(1
−2−3+4+) =

⟨12⟩4

⟨12⟩⟨23⟩⟨34⟩⟨41⟩
, (1.239)

A4(1
−3+2−4+) =

⟨12⟩4

⟨13⟩⟨32⟩⟨24⟩⟨41⟩

= −⟨12⟩⟨34⟩
⟨13⟩⟨24⟩

A4(1
−2−3+4+)

=
[34]⟨34⟩
[24]⟨24⟩

A4(1
−2−3+4+)

=
s

u
A4(1

−2−3+4+) , (1.240)

where in the second line we used momentum conservation, ⟨12⟩[24] = −⟨13⟩[34].

Secondly, the BCJ relation generalises to n-gluon amplitudes,

n∑
i=3

Ä i∑
j=3

s2j
ä
An(1, 3, . . . , i, 2, i+ 1, . . . , n) = 0 , (1.241)
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or its equivalent form,
n−1∑
i=2

Ä i∑
j=2

s1j
ä
An(2, . . . , i, 1, i+ 1, . . . , n) = 0 , (1.242)

plus permutations, yielding (n− 2)! relations, which are called fundamental BCJ relations.

For n = 4, we get

s23A(1, 3, 2, 4) +

−s12︷ ︸︸ ︷
(s23 + s24)A(1, 3, 4, 2) = 0 , (1.243)

then we use the photon decoupling identity,

A(1, 2, 3, 4) + A(1, 3, 2, 4) + A(1, 3, 4, 2) = 0 (1.244)

and we get

s12A(1, 2, 3, 4) +

−s13︷ ︸︸ ︷
(s12 + s23)A(1, 3, 2, 4) = 0 (1.245)

i.e. eq. (1.235).

For n = 5, we get

s23A(1, 3, 2, 4, 5) + (s23 + s24)A(1, 3, 4, 2, 5) +

−s12︷ ︸︸ ︷
s23 + s24 + s25A(1, 3, 4, 5, 2) = 0 . (1.246)

Then, we use the KK relation (or photon decoupling)

A(1, 3, 4, 5, 2) = −A(1, 3, 4, 2, 5)− A(1, 3, 2, 4, 5)− A(1, 2, 3, 4, 5) , (1.247)

plus five more relations through the permutations of the indices 3, 4, 5. Out of the six relations, we

get four sub-amplitudes in terms of two independent ones (from [28])

Atree
5 (1, 3, 4, 2, 5) =

−s12s45Atree
5 (1, 2, 3, 4, 5) + s14(s24 + s25)A5(1, 4, 3, 2, 5)

s13s24
,

Atree
5 (1, 2, 4, 3, 5) =

−s14s25Atree
5 (1, 4, 3, 2, 5) + s45(s12 + s24)A5(1, 2, 3, 4, 5)

s24s35
,

Atree
5 (1, 4, 2, 3, 5) =

−s12s45Atree
5 (1, 2, 3, 4, 5) + s25(s14 + s24)A5(1, 4, 3, 2, 5)

s35s24
,

Atree
5 (1, 3, 2, 4, 5) =

−s14s25Atree
5 (1, 4, 3, 2, 5) + s12(s24 + s45)A5(1, 2, 3, 4, 5)

s13s24
. (1.248)

There is a more general form of the BCJ relation, but it is possible to show that the fundamental

BCJ relations suffice to generate the linear relations among sub-amplitudes which reduce the inde-

pendent sub-amplitudes to (n− 3)!. In fact, the (n− 2)! relations yield a (n− 2)!×(n− 2)! matrix

having rank (n−3)!, which means that there are (n−2)!−(n−3)!= (n−3) (n−3)! relations among

the sub-amplitudes, which reduce them to (n− 3)! independent ones.

The fundamental BCJ relations (as well as the KK relations, the photon decoupling identity and

the reflection identity) can be proven through the BCFW recursion relations (see [22]).
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1.8 Supersymmetric relations

Tree amplitudes cannot tell if they come from QCD, or from a supersymmetric extension. That is

true on the whole amplitude for gluons only, and on the colour-stripped amplitude for quarks with

gluons. Thus, in order to study the gluon amplitudes and the connections between different MHV

amplitudes, we can use any supersymmetric extension of Yang-Mills we like. We shall use N = 1

supersymmetry, which is the simplest.

Let us consider a theory with a local SU(Nc) symmetry and a global N=1 supersymmetry, which

connects bosons and fermions. The N=1 supersymmetry is characterised by a supercharge Qa, where

a is a right-handed spinor index, and its hermitian conjugate Q†
ȧ.

Qa and Q†
ȧ, together with the generators of the Poincare group P µ and Mµν , form the supersym-

metry algebra,

[Qa, P
µ] = 0 , (1.249)

[Q†
ȧ, P

µ] = 0 , (1.250)

[Qa,M
µν ] = (Sµν

R )caQc , (1.251)

[Q†
ȧ,M

µν ] = (Sµν
L )ċȧQ

†
ċ , (1.252)

{Qa, Qb} = 0 , (1.253)

{Qa, Q
†
ȧ} = 2σµ

aȧPµ , (1.254)

where eqs. (1.249) and (1.250) say that the supercharges are conserved, and eqs. (1.251) and (1.252)

that they transform indeed as spinors under Lorentz transformations.

Then we enlarge the space xµ in order to include anticommuting (or Grassmann) right-handed

spinor coordinates ηa, and the left-handed complex conjugate η∗ȧ. {x, η, η∗} form the superspace. We

require that Q(η) = ηaQa, so that Q(η) commutes with both bosonic and fermionic fields.

The supercharge Q(η) connects the gluon g± to a massless Weyl spinor Λ±, the gluino,

[Q(η), g±(p)] = ∓Γ±(p, η)Λ±(p) , (1.255)

[Q(η),Λ±(p)] = ∓Γ∓(p, η)g±(p) . (1.256)

where Γ±(p, η) is linear in η.

Through a Jacobi identity for the supersymmetry algebra (see Dixon’s TASI 1995 lectures [8]),

Γ±(p, η) can be chosen to be

Γ+(p, η) = ηu−(p) , Γ−(p, η) = u−(p)η . (1.257)

The parameter η is arbitrary: we may choose it to be η = θu†+(k) = θ ⟨k+| and η = θu+(k) = θ |k+⟩
i.e. a spinor with an arbitrary light-like vector k, times a Grassmann variable θ, so that Γ∓(p, q)
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(anti)-commutes with (fermionic) bosonic operators,

Γ+(p, η(k)) = θu+(k)u−(p) = θ[kp] , (1.258)

Γ−(p, η(k)) = θ⟨pk⟩ . (1.259)

The superchargeQ(η(k)) annihilates the vacuum, so the commutator of Q with any string of operators

ehich create or annihilate g± or Λ± has a vanishing vacuum expectation value (vev),

⟨0| [Q, ϕ1, . . . , ϕn] |0⟩ =
n∑

i=1

⟨0|ϕ1, . . . , [Q, ϕi] . . . ϕn |0⟩ = 0 . (1.260)

where ϕi = g±,Λ±. This is a supersymmetric Ward identity (SWI).

Let us apply it with a string of operators as follows:

0 = ⟨0| [Q,Λ+
1 g

+
2 . . . g

+
n ] |0⟩

= −Γ−(p1, k)An(g
+
1 , g

+
2 , . . . , g

+
n ) + ⟨0|

n∑
i=2

Λ+
1 g

+
2 . . . g

+
i−1(−Γ+(pi, k))Λ

+
i g

+
i+1 . . . g

+
n |0⟩

= −Γ−(p1, k)An(g
+
1 , g

+
2 , . . . , g

+
n ) +

n∑
i=2

Γ+(pi, k)

�����������������:0

An(Λ
+
1 g

+
2 . . . g

+
i−1Λ

+
i g

+
i+1 . . . g

+
n ) , (1.261)

where we used that {Λ+
1 ,Γ

+(pi, k)} = 0, and that on the gluino (fermion) line, helicity is conserved

and thus the state Λ+
1 Λ

+
i is forbidden. So the SWI implies that

An(g
+
1 , g

+
2 , . . . , g

+
n ) = 0 . (1.262)

We did not specify a loop expansion, so this is true to all loops for a super-Yang-Mills (SYM) theory,

and at tree level for QCD, in agreement (for QCD) with the result we had derived in sec. 1.7.3.

Next, let us take the string of operators,

⟨0| [Q,Λ+
1 g

−
2 g

+
3 . . . g

+
n ] |0⟩ = 0 (1.263)

using the commutators of the supercharge Q, we get

= −Γ−(p1, k)An(g
+
1 , g

−
2 , g

+
3 , . . . , g

+
n )

−Γ−(p2, k)An(Λ
+
1 ,Λ

−
2 , g

+
3 , . . . , g

+
n )

+
n∑

i=3

Γ+(pi, k)

����������������������:0

An(Λ
+
1 , g

−
2 , g

+
3 , . . . , g

+
i−1,Λ

+
i , g

+
i+1, . . . , g

+
n ) , (1.264)

then if we choose k = p2 → Γ−(p2, k) = 0, so

An(g
+
1 , g

−
2 , g

+
3 , . . . , g

+
n ) = 0 , (1.265)
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which is true to all loops for SYM, and at tree level for QCD, again in agreement with the result we

had guessed in sec. 1.7.3.

If we choose k = p1 → Γ−(p1, k) = 0, so

An(Λ
+
1 ,Λ

−
2 , g

+
3 , . . . , g

+
n ) = 0 , (1.266)

which is true to all loops for SYM, and which at tree level for QCD, it implies that

Atree
n (q+1 , q

−
2 , g

+
3 , . . . , g

+
n ) = 0 , (1.267)

again in agreement with the result we had guessed in sec. 1.6.3.

Let us take the string of operators,

0 = ⟨0| [Q, g−1 g−2 Λ+
3 g

+
4 . . . g

+
n ] |0⟩

= Γ−(p1, k)An(Λ
−
1 , g

−
2 ,Λ

+
3 , g

+
4 , . . . , g

+
n )

+ Γ−(p2, k)An(g
−
1 ,Λ

−
2 ,Λ

+
3 , g

+
4 , . . . , g

+
n )

− Γ−(p3, k)An(g
−
1 , g

−
2 , g

+
3 , g

+
4 , . . . , g

+
n ) . (1.268)

If we choose k = p1 → Γ−(p1, k) = 0 and we get

⟨21⟩An(g
−
1 ,Λ

−
2 ,Λ

+
3 , g

+
4 , . . . , g

+
n )− ⟨31⟩An(g

−
1 , g

−
2 , g

+
3 , g

+
4 , . . . , g

+
n ) = 0 . (1.269)

i.e.

An(g
−
1 ,Λ

−
2 ,Λ

+
3 , g

+
4 , . . . , g

+
n ) =

⟨13⟩
⟨12⟩

An(g
−
1 , g

−
2 , g

+
3 , g

+
4 , . . . , g

+
n ) , (1.270)

which is true to all loops for SYM, and which at tree level for QCD implies that

Atree
n (g−1 , q

−
2 , q

+
3 , g

+
4 , . . . , g

+
n ) =

⟨13⟩
⟨12⟩

An(g
−
1 , g

−
2 , g

+
3 , g

+
4 , . . . , g

+
n )

=
⟨12⟩3⟨13⟩

⟨12⟩⟨23⟩ · · · ⟨n1⟩
, (1.271)

i.e. the result we had stated, without proof, previously.

Through the SWI, we have managed to link the n-gluon MHV amplitudes to the MHV amplitudes

for qq → (n− 2) gluons. So it will be enough to prove one of them, say the n-gluon MHV amplitude.

More details on N=1 supersymmetry can be found e.g. in [4], and its application to helicity

amplitudes in [7] and in [8], [9].
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1.9 Berends-Giele recursion relations

Let us consider the sum Jµ(1, 2, . . . , n) of colour-ordered (n + 1)-point Feynman diagrams, where

legs 1, 2, . . . , n are on-shell and one leg is off-shell, with uncontracted vector index µ. Since Jµ is

an off-shell quantity it is gauge dependent; in particular, it depends on the reference vectors of the

on-shell gluons, until we extract an on-shell quantity.

Figure 1.23: Off-shell current in Berends-Giele recursion relations.

The current Jµ can be constructed recursively, following the off-shell line back into the diagram.

Leg µ must be attached to either a cubic or a quartic vertex, whose legs are then contracted with

similar currents with fewer legs,

Jµ = − i

P 2
1,n

[
n−1∑
i=1

V µνρ
3 (P1,i, Pi+1,n)Jν(1, . . . , i)Jρ(i+ 1, . . . , n)

+
n−2∑
i=1

V µνρσ
4 Jν(1, . . . , i)

n−1∑
j=i+1

Jρ(i+ 1, . . . , j)Jσ(j + 1, . . . , n)

 , (1.272)

with Pi,j = pi + . . .+ pj and the colour ordered vertices,

V µνρ
3 (P,Q) =

i√
2
[2gµρQν − 2gµνP ρ + gνρ(P −Q)µ] , (1.273)

V µνρσ
4 =

i

2
[2gµρgνσ − gµσgνρ − gµνgρσ] . (1.274)

where we used the 4-gluon and 3-gluon colour-ordered vertices we introduced in sec. 1.6.1, with

momentum conservation P1,n = −(P +Q) and treating legs P and Q as on-shell.

The currents fulfil a reflection identity,

i) Jµ(n, . . . , 2, 1) = (−1)n+1Jµ(1, 2, . . . , n) , (1.275)

and they are conserved,

ii) P µ
1,nJµ(1, 2, . . . , n) = 0 . (1.276)

The photon decoupling identity yields a vanishing linear combination of n currents,

iii) Jµ(1, 2, 3, . . . , n) + Jµ(2, 1, 3, . . . , n) + . . .+ Jµ(2, 3, . . . , 1, n) + Jµ(2, 3, . . . , n, 1) = 0 . (1.277)
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(n + 1)-point amplitudes are obtained from the currents Jµ(1, 2, . . . , n) by amputating the off-shell

propagator, i.e. by multiplying by iP 2
1,n, then by contracting with ϵµ(pn+1) and taking the limit

P 2
1,n = p2n+1 → 0. Closed-form expressions of off-shell currents are known for the simplest helicity

configurations, Jµ(1+, 2+, . . . , n+) and Jµ(1−, 2+, . . . , n+), as we will see. From the former, one can

show (once more) that sub-amplitudes with none or one negative-helicity gluon, Atree
n+1(1

+, 2+, . . . , (n+

1)±) = 0. From the latter, one can prove the Parke-Taylor formula.

Let us construct the currents for the simplest examples. The current Jµ(1, 2, . . . , n) must include

the n polarisation vectors ϵµ±(Pi, qi), i = 1, . . . , n. Let us set

Jµ(i±) = ϵµ±(pi, qi) . (1.278)

Then

Jµ(1, 2) = − i

(p1 + p2)2
V µνρ
3 (p1, p2)Jν(1)Jρ(2) . (1.279)

For positive-helicity gluons, we take the same reference vector q. In V µνρ
3 , the gνρ term does not

contribute, because it contracts the polarisation vectors, yielding ϵ+(1, q) · ϵ+(2, q) = 0. In app. H.19,

we show that

Jµ(1+, 2+) =
1√
2

⟨q−| γµ(/p1 + /p2) |q
+⟩

⟨q1⟩⟨12⟩⟨2q⟩
. (1.280)

We make the ansatz that this formula extends to n gluons,

Jµ(1+, 2+, . . . , n+) =
1√
2

⟨q−| γµ /P 1,n |q+⟩
⟨q1⟩⟨12⟩ · · · ⟨(n− 1), n⟩⟨nq⟩

, (1.281)

and prove it by induction, showing that this expression is consistent with the recursion relation.

Firstly, it is true for n = 1, since

Jµ(1+) =
1√
2

⟨q−| γµ/p1 |q
+⟩

⟨q1⟩⟨1q⟩

=
1√
2

⟨q−| γµ |1−⟩���⟨1q⟩
⟨q1⟩���⟨1q⟩

= ϵµ+(p1, q) . (1.282)

Let us suppose the formula is correct for (n − 1). Then we write the recursion relation, noting

that V µνρσ
4 and the gνρ term in V µνρ

3 do not contribute, because they contract directly two currents,

yielding terms like ¨
q−
∣∣∣ γν /P 1,i

∣∣∣q+∂ ¨q−∣∣∣ γν /P i+1,n

∣∣∣q+∂
= −

¨
q−
∣∣∣ /P 1,iγ

ν
∣∣∣q+∂ ¨q−∣∣∣ γν /P i+1,n

∣∣∣q+∂
= −λa(q)(σµ)aȧ(σ

ν)ȧbλb(q)λ
c(q)(σν)cċ(σρ)

ċdλd(q)P
µ
1,iP

ρ
i+1,n

Fierzing → 2δȧċ δ
b
c

= −2λa(q)(σµ)aȧ(σρ)
ȧdλd(q)λ

b(q)λb(q)P
µ
1,iP

ρ
i+1,n

= −2
¨
q−
∣∣∣ /P 1,i /P i+1,n

∣∣∣q+∂���*
0

⟨qq⟩ . (1.283)
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We can then write

Jµ(1+, 2+, . . . , n+)

= − i

P 2
1,n

n−1∑
i=1

i√
2
[2gµρP ν

i+1,n − 2gµνP ρ
1,i]

· 1√
2

⟨q−| γν /P 1,i |q+⟩
⟨q1⟩⟨12⟩ · · · ⟨(i− 1)i⟩⟨iq⟩

1√
2

⟨q−| γρ /P i+1,n |q+⟩
⟨q(i+ 1)⟩ · · · ⟨(n− 1)n⟩⟨nq⟩

=
1√
2P 2

1,n

1

⟨q1⟩⟨12⟩ · · · ⟨(n− 1)n⟩⟨nq⟩

n−1∑
i=1

⟨i(i+ 1)⟩
⟨iq⟩⟨q(i+ 1)⟩

·
(¨
q−
∣∣∣ /P i+1,n /P 1,i

∣∣∣q+∂ ¨q−∣∣∣ γµ /P i+1,n

∣∣∣q+∂− ¨q−∣∣∣ γµ /P 1,i

∣∣∣q+∂ ¨q−∣∣∣ /P 1,i /P i+1,n

∣∣∣q+∂) . (1.284)
Then we charge conjugate the current,¨

q−
∣∣∣ /P 1,i /P i+1,n

∣∣∣q+∂ = −
¨
q−
∣∣∣ /P i+1,n /P 1,i

∣∣∣q+∂ , (1.285)

and add ⟨q−| /P i+1,n /P i+1,n |q+⟩ = P 2
i+1,n ⟨q−| |q+⟩ = 0. We can re-write the current as

Jµ(1+, 2+, . . . , n+)

=
1√
2P 2

1,n

⟨q−| γµ /P 1,n |q+⟩
⟨q1⟩⟨12⟩ · · · ⟨(n− 1)n⟩⟨nq⟩

n−1∑
i=1

⟨i(i+ 1)⟩
⟨iq⟩⟨q(i+ 1)⟩

¨
q−
∣∣∣ /P i+1,n /P 1,n

∣∣∣q+∂ . (1.286)

Next, we use the identity (see app. H.22)

n−1∑
i=1

⟨i(i+ 1)⟩
⟨iq⟩⟨q(i+ 1)⟩

¨
q−
∣∣∣ /P i+1,n =

⟨1−| /P 1,n

⟨1q⟩
, (1.287)

based on the eikonal identity (see app. H.21)

k−1∑
i=j

⟨i(i+ 1)⟩
⟨iq⟩⟨q(i+ 1)⟩

=
⟨jk⟩

⟨jq⟩⟨qk⟩
, (1.288)

and we get

Jµ(1+, 2+, . . . , n+) =
1√
2P 2

1,n

⟨q−| γµ /P 1,n |q+⟩
⟨q1⟩⟨12⟩ · · · ⟨(n− 1)n⟩⟨nq⟩

⟨1−| /P 1,n /P 1,n |q+⟩
⟨1q⟩

=
⟨q−| γµ /P 1,n |q+⟩√

2⟨q1⟩⟨12⟩ · · · ⟨(n− 1)n⟩⟨nq⟩
. (1.289)

The amplitudes iAtree
n+1(1

+, 2+, . . . , (n+1)±) are obtained by multiplying by iP 2
1,n, by contracting with

ϵµ±(Pn+1) and taking the limit P 2
1,n = p2n+1 → 0. Since there is no P 2

1,n pole in the current, we conclude

that

Atree
n+1(1

+, 2+, . . . , (n+ 1)±) = 0 , (1.290)

which is the third time that we prove it.
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Also by induction, one can obtain (see app. H.23)

Jµ(1−, 2+, . . . , n+) =
1√
2

⟨1−| γµ /P 2,n |1+⟩
⟨12⟩ · · · ⟨n1⟩

n∑
k=3

⟨1−| /pk /P 1,k |1+⟩
P 2
1,k−1P

2
1,k

, (1.291)

with polarisations ϵµ−(p1, p2) and ϵ
µ
+(pi, p1), with i = 2, . . . , n.

In app. H.20, we show that Jµ(1−, 2+) = 0, and

Jµ(1−, 2+, 3+) =
1√
2

⟨1−| γµ /P 2,3 |1+⟩
⟨12⟩⟨23⟩⟨31⟩

⟨1−| /p3 /P 1,3 |1+⟩
P 2
1,2P

2
1,3

, (1.292)

which is the first non-trivial case of this current, and agrees with the ansatz.

Then one assumes the ansatz to be correct for Jµ(1−, 2+, . . . , (n−1)+), with n ≥ 4. We sketch how

the proof by induction unfolds, which is given app. H.23. One writes the recursion relation, noting

as before that V µνρσ
4 and the gνρ term in V µνρ

3 do not contribute, because they contract directly two

currents, yielding terms like ⟨1−| γν |2−⟩ ⟨1−| γνγa |1+⟩ and ⟨1−| γνγa |1+⟩ ⟨1−| γνγβ |1+⟩, which can all

be Fierzed away.

The recursion relation is reduced to

Jµ(1−, 2+, . . . , n+) = − i

P 2
1,n

î
V µνρ
3 (p1, P2,n)Jν(1

−)Jρ(2
+, . . . , n+)

+
n−1∑
i=3

V µνρ
3 (P1,i, Pi+1,n)Jν(1

−, . . . , i+)Jρ((i+ 1)+, . . . , n+)

]
. (1.293)

with V µνρ
3 (P,Q) =

i√
2
[2gµρQν − 2gµνP ρ].

From Jµ(1−, 2+, . . . , n+), the amplitude iAtree
n+1(1

−, 2+, . . . , (n + 1)−) is obtained by multiplying

by iP 2
1,n, by contracting with ϵµ−(pn+1), and taking the limit P 2

1,n = p2n+1 → 0. The only P 2
1,n pole

in eq. (1.292) is for k = n. For the polarisation of gluon (n + 1), we use ϵµ−(pn+1, pn). Then the

amplitude is

iAtree
n+1(1

−, 2+, . . . , n+, (n+ 1)−)

= −i⟨n
+| γµ |(n+ 1)+⟩√
2[n(n+ 1)]

1√
2

⟨1−| γµ /P 1,n |1+⟩
⟨12⟩ · · · ⟨n1⟩

⟨1−| /pn /P 1,n |1+⟩
P 2
1,n−1

. (1.294)

We need to perform the contraction,¨
n+
∣∣∣ γµ ∣∣∣(n+ 1)+

∂ ¨
1−
∣∣∣ γµγν ∣∣∣1+∂

= ξ†−(1)σµσνξ+(1)ξ
+
+(n)σ

µξ+(n+ 1)

= λb(1)(σµ)bḃ(σν)
ḃcλc(1)λ̃ȧ(n)(σ

µ)ȧaλa(n+ 1) , (1.295)
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then we use the Fierz identity

= 2λa(1)λa(n+ 1)λ̃ȧ(n)(σν)
ȧcλc(1)

= 2 ⟨1(n+ 1)⟩
¨
n+
∣∣∣ γν ∣∣∣1+∂ . (1.296)

Further, through momentum conservation, we replace /P 1,n = −/pn+1
and P 2

1,n−1 = sn,n+1, so

Atree
n+1(1

−, 2+, . . . , n+, (n+ 1)−)

= − ⟨1(n+ 1)⟩
⟨12⟩ · · · ⟨n1⟩

⟨n+| /pn+1
|1+⟩ ⟨1−| /pn/pn+1

|1+⟩
[n(n+ 1)]sn,n+1

= − ⟨1(n+ 1)⟩
⟨12⟩ · · · ⟨n1⟩

������
[n(n+ 1)]⟨(n+ 1)1⟩⟨1n⟩������

[n(n+ 1)]⟨(n+ 1)1⟩

������
[n(n+ 1)]2⟨(n+ 1)n⟩

= − ⟨1(n+ 1)⟩3

⟨12⟩ · · · ⟨n(n+ 1)⟩

=
⟨1(n+ 1)⟩4

⟨12⟩ · · · ⟨n(n+ 1)⟩⟨(n+ 1)1⟩
, (1.297)

which proves Parke-Taylor formula.

In the literature, one can find also in closed form the current Jµ(1−, 2−, 3+, . . . , n+) from which the

NMHV amplitudes A(−−+ · · ·+−) with three adjacent negative-helicity gluons can be derived [24],

however the greatest value of the Berends-Giele recursion relations is to provide an efficient (in fact,

still the fastest) method to generate numerically the helicity amplitudes.

1.10 Amplitudes with Photons

Amplitudes with photons can be obtained from the amplitude of qq → (n − 2) gluons (1.173) by

replacing the SU(Nc) generator of a gluon, say gluon n, with the U(1) generator (T aU(1))ji =
1√
Nc

δji .

Since the U(1) generator commutes with SU(Nc), we obtain the amplitude,

M tree
n (1λ1

q̄ , 2
−λ1
q , 3g, . . . , (n− 1)g, nγ)

=
√
2Qqeg

n−3
∑

σ∈Sn−3

(T aσ3 · · ·T aσn−1 )i2i1A
tree
n (1λ1

q̄ , 2
−λ1
q , σ3, . . . , σn−1, nγ) . (1.298)

where a factor of the strong coupling g has been replaced by the QED coupling
√
2Qqe, and the

sub-amplitude is obtained from Atree
n (1q̄, 2q, 3, . . . , n) by summing over the positions of gluon n,

Atree
n (1q̄, 2q, 3, . . . , n− 1, nγ) = Atree

n (1q̄, 2q; 3, . . . , n)

+ Atree
n (1q̄, 2q; 3, . . . , n, n− 1) + . . .+ Atree

n (1q̄, 2q;n, 3, . . . , n− 1) . (1.299)
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In particular, for the MHV configuration (1.184), where i is the negative-helicity gluon or photon,

we write

Atree
n (1+q̄ , 2

−
q , 3

+, . . . , i−, . . . , n+
γ ) =

⟨2i⟩3⟨1i⟩
⟨12⟩⟨23⟩ · · · ⟨(n− 1)n⟩⟨n1⟩

+
⟨2i⟩3⟨1i⟩

⟨12⟩ · · · ⟨n(n− 1)⟩⟨(n− 1)1⟩
+ . . .+

⟨2i⟩3⟨1i⟩
⟨12⟩⟨2n⟩⟨n3⟩ · · · ⟨(n− 1)1⟩

=
⟨2i⟩3⟨1i⟩

⟨12⟩⟨23⟩ · · · ⟨(n− 1)1⟩
î ⟨(n− 1)1⟩
⟨(n− 1)n⟩⟨n1⟩

+
⟨(n− 2)(n− 1)⟩

⟨(n− 2)n⟩⟨n(n− 1)⟩
+ · · ·+ ⟨23⟩

⟨2n⟩⟨n3⟩
ó

=
⟨2i⟩3⟨1i⟩

⟨12⟩⟨23⟩ · · · ⟨(n− 1)1⟩

n−1∑
i=2

⟨i(i+ 1)⟩
⟨in⟩⟨n(i+ 1)⟩

. (1.300)

then we use the eikonal identity (1.288) and we obtain

Atree
n (1+q̄ , 2

−
q , 3

+, . . . , i−, . . . , n+
γ ) =

⟨21⟩
⟨2n⟩⟨n1⟩

⟨2i⟩3⟨1i⟩
⟨12⟩⟨23⟩ · · · ⟨(n− 1)1⟩

. (1.301)

The procedure can be iterated: the amplitude with r gluons and m photons, with m + r = n − 2,

can be written as

M tree
n (1λ1

q̄ , 2
−λ1
q , 3g, . . . , (r + 2)g, (r + 3)γ, . . . , nγ)

= (
√
2Qqe)

mgr
∑
σ∈Sr

(T aσ3 · · ·T aσr )i2i1A
tree
n (1λ1

q̄ , 2
−λ1
q , σ3, . . . , σr+2, (r + 3)γ, . . . , nγ) , (1.302)

where

Atree
n (1λ1

q̄ , 2
−λ1
q , 3, . . . , r + 2, (r + 3)γ, . . . , nγ) =

∑
σ∈Sn−2/Sr

Atree
n (1λ1

q̄ , 2
−λ1
q , σ(3), . . . , σ(n)) . (1.303)

In particular, for the MHV configuration (− − + · · ·+), iterating the eikonal identity (1.288), we

obtain

Atree
n (1+q̄ , 2

−
q , 3, . . . , r + 2, (r + 3)γ, . . . , nγ) =

⟨2i⟩3⟨1i⟩
⟨12⟩⟨23⟩ · · · ⟨(r + 2)1⟩

n∏
j=r+3

⟨21⟩
⟨2j⟩⟨j1⟩

, (1.304)

with i the negative-helicity gluon or photon.

Finally, the amplitude with qq → (n− 2) photons is

M tree
n (1λ1

q̄ , 2
−λ1
q , 3γ, . . . , nγ) = (

√
2Qqe)

n−2Atree
n (1λ1

q̄ , 2
−λ1
q , 3γ, . . . , nγ) , (1.305)

where

Atree
n (1λ1

q̄ , 2
−λ1
q , 3γ, . . . , nγ) =

∑
Sn−2

Atree
n (1λ1

q̄ , 2
−λ1
q , σ3, . . . , σn) . (1.306)
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In particular, for the MHV configuration, we obtain

Atree
n (1+q̄ , 2

−
q , 3

+
γ , . . . , i

−
γ , . . . , n

+
γ ) =

⟨2i⟩3⟨1i⟩
⟨12⟩⟨21⟩

n∏
j=3

⟨21⟩
⟨2j⟩⟨j1⟩

. (1.307)

1.11 A collider physics summary

Let us take stock of what we have done so far. Using the spinor helicity formalism, we have computed

the (squared) amplitudes for:

• e+e− → µ+µ−.

•

e+e− → qq
crossing−−−−→

qe→ qe : DIS

qq → ℓ+ℓ− : Drell− Yan
(1.308)

• e+e− → γγ.

•

e+e− → qqg :

3− jet production in e+e− (relevant for as)

soft and collinear limits
(1.309)

•

qq → (n− 2) gluons :

colour decomposition

MHV amplitudes
(1.310)

• qq → gg

•

gg → (n− 2) gluons :



colour decompositions

MHV amplitudes

multi− Regge kinematics

BCJ relations

(1.311)

• gg → gg

• qq → r gluons + m photons, with m+ r = n− 2.

• qq → q
′
q
′

• qq → qq

• gg → H (HEFT)

• gg → Hg (HEFT): soft and collinear limits

• supersymmetric Ward identities
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• Berends - Giele recursion relations

This sums up the knowledge of tree-level helicity amplitudes at the turn of the new millennium

(except that the BCJ relations were found in 2008, and that we have not covered gg → gggg and

NMHV amplitudes. We will do it with BCFW) and provides all the basic processes of e+e− colliders

and hadron colliders.

At the end of 2003, Witten jump-starts a new thread of studies of amplitudes, which is still

ongoing. In a work on twistor string theory [26], Witten studies amplitudes in a (+ + −−) metric,

i.e a metric with two time components. Real momenta in a (+ + −−) are equivalent to complex

momenta in the usual (+−−−) metric. As we will see, that has far-reaching implications.

1.12 Complex momenta

1.12.1 Three-particle kinematics

In sec. 1.5.3, we discussed the collinear limit in e+e− → qqg scattering, fig 1.8. We considered the

limit as gluon 4 becomes collinear to quark 3, p3||p4. We said that the momentum P = p3+ p4 of the

quark parent goes on-shell as P 2 = 2p3 ·p4 → 0. Let us investigate the kinematics a bit more precisely.

Let us suppose that P µ = (P 0, 0, 0, P 2) is aligned with the beam direction pµ = (p/2, 0, 0, p/2). In

light-cone coordinates, they are

pµ = (p, 0; 0⊥), P µ = (P+, P−; 0⊥) . (1.312)

Fixing the minus light-cone direction as ηµ = (0, η−; 0⊥) and purely transverse vectors as kµ⊥ =

(0, 0; k⊥), with k2⊥ = −
∣∣∣⃗k⊥∣∣∣2 = −k⊥k∗⊥, for k⊥ = kx + iky, we may use the Sudakov (or light-cone)

parametrisation and write p3 and p4 as

pµ3 = zpµ + kµ3⊥ − k23⊥
z

ηµ

2p · η
,

pµ4 = (1− z)pµ + kµ4⊥ − k24⊥
1− z

ηµ

2p · η
. (1.313)

Using the fact that p2 = η2 = 0 and p · ki⊥ = η · ki⊥ = 0, we can easily check that p23 = k23⊥ −
k23⊥

����2zp · η
����z2p · η = 0 and likewise for p24, i.e. p3 and p4 are on the mass shell. Further, momentum

conservation P = p3 + p4 implies that k3⊥ = −k4⊥ ≡ k⊥. Then

P µ = pµ −
Äk2⊥
z

+
k2⊥

1− z

ä ηµ

2p · η
. (1.314)

so

P 2 = −
Äk2⊥
z

+
k2⊥

1− z

ä
= − k2⊥

z(1− z)
, (1.315)
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i.e. P is time-like (P 2 > 0 since k2⊥ < 0) and goes on-shell as k⊥ → 0 (note that if one of the emitted

particles is soft, z → 0 or (1− z) → 0, then k⊥ and z or (1− z) go to zero at the same rate, such that

P 2 still vanishes). This is not unexpected: P 2 > 0 implies that the parent particle is either off-shell

or massive. A massless parent particle can be on-shell only in in the strict collinear limit, k⊥ = 0,

where all three particles are collinear. Thus, a massless 3-particle scattering, with pµ1 + pµ2 + pµ3 = 0

and p21 = p22 = p23 = 0 is impossible, because it implies that s212 = (p1 + p2)
2 = p23 = 0, and likewise

s13 = s23 = 0. Accordingly, ⟨ij⟩ = [ij] = 0, with i, j = 1, 2, 3. The only solution, as we saw, is that

the three particles are collinear.

The obvious assumption above is that momenta are real. However, if momenta are complex, there

is a way out: for complex momenta, λ̃ȧ is not the hermitian conjugate of λa. Accordingly, [pk] is not

the complex conjugate of ⟨kp⟩, although spk = 2p · k = ⟨pk⟩[kp] still holds (we introduced the notion

of squaring through projection operators (1.36) or Fierz and Gordon identities (1.81), without using

complex conjugation).

1.12.2 Constraining three-particle amplitudes

For a massless three-particle scattering, momentum conservation is pµ1 + pµ2 + pµ3 = 0, or using

eq. (1.55),

|1±⟩⟨1±|+|2±⟩⟨2±|+|3±⟩⟨3±|= 0 . (1.316)

With complex momenta, two chirally conjugate solutions exist: multiplying eq. (1.316) by ⟨1−| or
⟨2−|, we get

⟨12⟩⟨2+|+⟨13⟩⟨3+| = 0 , (1.317)

⟨21⟩⟨1+|+⟨23⟩⟨3+| = 0 , (1.318)

then either ⟨12⟩ = 0, which implies that ⟨13⟩ = ⟨23⟩ = 0, or ⟨1+|∝ ⟨2+|∝ ⟨3+|, i.e. λ̃1 ∝ λ̃2 ∝ λ̃3,

which implies that [12] = [13] = [23] = 0, i.e.

i) λ̃1 ∝ λ̃2 ∝ λ̃3 ⇒ [ij] = 0 and sij = 0 , but ⟨ij⟩ ̸= 0 , (1.319)

for i, j = 1, 2, 3. Likewise, one shows that

ii) λ1 ∝ λ2 ∝ λ3 ⇒ ⟨ij⟩ = 0 and sij = 0 , but [ij] ̸= 0 . (1.320)

Cases i) and ii) describe just two points in phase space, related to each other by parity. So with

complex momenta a solution exists, but it must consists of functions of either right-handed spinors

⟨ij⟩ or left-handed spinors [ij], but not functions of both.
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1.12.3 Little group scaling

In the Tutorials (app. H.26), we compute:

i) the MHV three-point amplitude,

iAtree
3 (1−, 2−, 3+) = i

⟨12⟩4

⟨12⟩⟨23⟩⟨31⟩
. (1.321)

ii) the MHV three-point amplitude,

iAtree
3 (1+, 2+, 3−) = −i [12]4

[12][23][31]
. (1.322)

through the three-gluon vertex, but there is a deeper way to compute the dependence of three-

point amplitudes on the spinor products. We know that the momentum paȧ = λa(p)λ̃ȧ(p) or p
ȧa =

λ̃ȧ(p)λa(p), or otherwise /p = |p−⟩⟨p−|+ |p+⟩⟨p+|, is invariant under little group scaling (1.66), so that

the spinors scale as in eq. (1.72),


λa(p) ∼ ξ+(p) ∼

∣∣∣p+∂ ∼ | ⟩ → zλa(p) ,

λa(p) ∼ ξ†−(p) ∼
¨
p−
∣∣∣ ∼ ⟨ | → zλa(p) ,

in (0, 1/2) (1.323)


λ̃ȧ(p) ∼ ξ−(p) ∼

∣∣∣p−∂ ∼ | ] → z−1λ̃ȧ(p) ,

λ̃ȧ(p) ∼ ξ†+(p) ∼
¨
p+
∣∣∣ ∼ [ |→ z−1λ̃ȧ(p) ,

in (1/2, 0) , (1.324)

with z ∈ C. Note that λa and λa, i.e. the right-handed spinors, scale in the same way since they are

related by charge conjugation, λa = ϵabλ
b. Likewise for the left-handed spinors, λ̃ȧ and λ̃ȧ.

Under little group scaling of the spinors associated to the gluon momentum, the polarisation of

a positive-helicity gluon,

ϵ+∗
µ (p, k) =

⟨k−| γµ |p−⟩√
2⟨k−|p+⟩

=
λa(k)(σ̄µ)aȧλ̃

ȧ(p)√
2λb(k)λb(p)

,

scales like

ϵ+∗
µ (p, k) → z−2 ϵ+∗

µ (p, k) . (1.325)

Likewise,

ϵ−∗
µ (p, k) = −⟨k+| γµ |p+⟩√

2⟨k+|p−⟩
,

scales like

ϵ−∗
µ (p, k) → z2 ϵ−∗

µ (p, k) . (1.326)

Note that the polarisation is invariant under scaling of the spinors associated to the reference vector

k. The scaling above is consistent with the scaling ϵ+µ (p, k) → eiϕϵ+µ (p, k) of a right-handed spin-1

particle, we saw in sec. 1.4.

Every positive (negative)-helicity gluon brings one more factor z−2 (z2) to the scaling of the
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amplitude. Gluon amplitudes are written in terms of the spinor products associated to the momenta

of gluons and reference vectors, which though are little group invariants. So the little group scaling

of an amplitude is determined entirely by the gluon polarisations,

A(1, . . . , n) →
n∏

i=1

z−2hiA(1, . . . , n) , (1.327)

where hi is the helicity of the ith particle.

Suppose a three-point amplitude is made of right-handed spinor products ⟨ij⟩,

Atree
3 (1h1 , 2h2 , 3h3) ∝ ⟨12⟩x12⟨23⟩x23⟨13⟩x13 , (1.328)

with {h1, h2, h3} = ±1. Then under little group scaling,

x12 + x13 = −2h1 , x12 + x23 = −2h2 , x13 + x23 = −2h3 , (1.329)

which have solutions,

x12 = −h1 − h2 + h3 , x13 = −h1 − h3 + h2 , x23 = −h2 − h3 + h1 , (1.330)

such that

Atree
3 (1−, 2−, 3+) ∝ ⟨12⟩3

⟨13⟩⟨23⟩
, (1.331)

so little group scaling fixes uniquely the dependence of Atree
3 (1−, 2−, 3+) on the right-handed spinor

products.

Now, if we suppose that the three-point amplitude is made of left-handed spinor products,

Atree
3 (1h1 , 2h2 , 3h3) ∝ [12]y12 [23]y23 [13]y13 , (1.332)

then under little group scaling,

y12 + y13 = 2h1 , y12 + y23 = 2h2 , y13 + y23 = 2h3 , (1.333)

which have solutions,

y12 = h1 + h2 − h3 , y13 = h1 + h3 − h2 , y23 = h2 + h3 − h1 , (1.334)

such that

Atree
3 (1+, 2+, 3−) ∝ [12]3

[13][23]
. (1.335)

Note that if we tried to fit Atree
3 (1−, 2−, 3+) with left-handed spinor products, eq. (1.334) would
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imply that

Atree
3 (1−, 2−, 3+) ∝ [13][23]

[12]3
, (1.336)

but this would have the wrong mass dimension. In fact, Atree
3 (1h1 , 2h2 , 3h3) must have mass dimension

= 1, since it comes from the three-gluon vertex which has a momentum in the numerator (this can

also be seen from an n-boson function, whose mass dimension is 4−nB, where B is the boson field),

but ⟨, ⟩ and [, ] have mass dimension = 1, so Atree
3 (1h1 , 2h2 , 3h3) must have one more spinor product

in the numerator.

We conclude that by little group scaling and dimensional analysis, the three-point MHV ampli-

tudes are constrained to the form given in eqs. (1.331) and (1.335).

By Lorentz invariance, the three-particle amplitude is only restricted to be a function of ⟨ij⟩ and
[ij]. In order not to vanish in either point i) or ii) it cannot be a function simultaneously of ⟨ij⟩ and
[ij]. So we can write that in general,

M3 =MH
3

Ä
⟨12⟩, ⟨23⟩, ⟨13⟩

ä
+MA

3

Ä
[12], [23], [13]

ä
, (1.337)

whereMH
3 andMA

3 are generic functions of the spinor products (H and A refer to“holomorphic” and

“antiholomorphic”). Then we argued that if the holomorphic part is made of right-handed spinor

products (1.328), and the antiholomorphic part is made of left-handed spinor products (1.332),

MH
3

Ä
⟨12⟩, ⟨23⟩, ⟨13⟩

ä
∝ ⟨12⟩x12⟨23⟩x23⟨13⟩x13 ,

MA
3

Ä
[12], [23], [13]

ä
∝ [12]y12 [13]y13 [23]y23 ,

little group scaling implies eqs. (1.330) and (1.334), i.e. that


x12 = −y12 = −h1 − h2 + h3 ,

x13 = −y13 = −h1 − h3 + h2 ,

x23 = −y23 = −h2 − h3 + h1 ,

and that in Yang-Mills theory, for the helicity configuration (1−, 2−, 3+), MA
3 would not contribute

to A3(1
−, 2−, 3+) because it would have the wrong mass dimension. Of course, the assumption is

that in Yang-Mills theory, the coupling is dimensionless. Let us relax this assumption. In a generic

theory,

MH
3

Ä
⟨12⟩, ⟨23⟩, ⟨13⟩

ä
= κHabc⟨12⟩x12⟨23⟩x23⟨13⟩x13 , (1.338)

MA
3

Ä
[12], [23], [13]

ä
= κAabc[12]

y12 [13]y13 [23]y23 . (1.339)

where kHabc and kAabc are couplings, eventually dimensionful, in which we include internal degrees of

freedom, like colour.
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Now, the three-particle amplitudeM3 must have the correct physical behaviour for real momenta,

i.e. it must vanish when both ⟨ij⟩ and [ij] go to zero. Since from eqs. (1.330) and (1.334),

x12 + x13 + x23 = −(y12 + y13 + y23) = −(h1 + h2 + h3) , (1.340)

for h1 + h2 + h3 < 0 we must set kAabc = 0 in order for MA
3 not to blow up. Conversely, for

h1 + h2 + h3 > 0, we must set kHabc = 0. So we can write that in general,

MH
3 = κHabc ⟨12⟩−h1−h2+h3⟨13⟩−h1−h3+h2⟨23⟩−h2−h3+h1Θ(−h1 − h2 − h3) , (1.341)

MA
3 = κAabc [12]

h1+h2−h3 [23]h2+h3−h1 [13]h1+h3−h2Θ(h1 + h2 + h3) . (1.342)

The only case we are excluding in this treatment is h1 + h2 + h3 = 0.

Then, for a theory of several massless particles of a given integer spin s, we can replace h = ±s,
and eqs. (1.341) and (1.342) have each two solutions,

MH
3 (1−a , 2

−
b , 3

+
c ) = κHabc

Ä ⟨12⟩3

⟨23⟩⟨31⟩
äs
, (1.343)

MH
3 (1−a , 2

−
b , 3

−
c ) = κHabc

Ä
⟨12⟩⟨23⟩⟨31⟩

äs
, (1.344)

MA
3 (1

+
a , 2

+
b , 3

−
c ) = κAabc

Ä [12]3

[23][31]

äs
, (1.345)

MA
3 (1

+
a , 2

+
b , 3

+
c ) = κAabc

Ä
[12][23][31]

äs
, (1.346)

where we have labelled particles also with their internal degrees of freedom, e.g. colour.

Since s is integer, the solutions above must be Bose symmetric. Since the spinor products are

antisymmetric, this implies that for odd s, κH,A
abc must be totally antisymmetric under the exchange

of any two indices. Therefore, a theory of less than three massless particles of odd spin must have a

trivial three-particle amplitude and, assuming that any amplitude can be constructed out of three-

particle amplitudes, a trivial S-matrix.

1.12.4 Uniqueness of Yang-Mills

In this section, we follow sec 27.5 of ref. [5]. Firstly, we recall a general non-perturbative result, which

is a consequence of unitarity (see sec. 10.2 of ref. [16] or sec 24.3 of ref. [5]): in a unitary theory,

poles of Green’s functions, and so of amplitudes, correspond to the exchange of on-shell intermediate

states,

limP 2
1,k

→M2 Gn(p1, . . . , pn) = (2π)4δ4(
∑

p)
i

P 2
1,k −M2 + iϵ

M1,k(Mk+1,n)† + . . . , (1.347)

with P1,k = p1 + . . . + pk. All that is needed to prove it is that a one-particle state |ψ⟩ transforms

according to an irreducible representation (irrep) of the Poincaré group, so its momentum pµ may go

on-shell, with p2 = m2. We have been using this result, in the form of multi-particle factorisation,
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since sec. 1.5.3.

In sec. 1.12.3, we have concluded that self-interacting massless particles of odd spin s are only

allowed if there are at least three particles with a fully antisymmetric coupling. Let us examine

what additional constraints the pole structure of four-point tree amplitudes entails, by considering

the four-gluon amplitude in Yang-Mills theory. The only thing that we will assume are multi-

particle factorisation and complex momenta, so we can build four-point amplitudes out of three-point

amplitudes. We consider the amplitude M(1−2−3+4+). Little group scaling implies that

M(1234) → t−2(h1+h2+h3+h4)M(1234) , (1.348)

and thus

M(1−a 2
−
b 3

+
c 4

+
d ) → ⟨12⟩2[34]2F abcd(s, t, u) , (1.349)

where a, b, c, d are the colour indices. Since an amplitude has mass dimensions, 4 − 3

2
ψ − G, where

ψ is the number of spin-1/2 fields and G is the number of spin-1 fields, M(1234) is dimensionless,

while the mass dimension of F is [F ] = [M ]−4.

On the pole in the s-channel, the amplitude factorises as

Figure 1.24: s-channel pole factorisation of four-gluon amplitude.

The intermediate state P = −(p1 + p2) = p3 + p4 goes on-shell with positive helicity in order for

M(1−2−P ) not to vanish. Then

lims→0 iM(1−2−3+4+) =
i⟨12⟩3

⟨2P ⟩⟨P1⟩
i

s

−i[34]3

[3(−P )][(−P )4]
fabe f ecd . (1.350)

Then we analytically continue [k(-P)] = i [kP] and use ⟨2P ⟩[P4] = −⟨21⟩[14] and [3P ]⟨P4⟩ = [34]⟨41⟩,
so

lims→0 iM(1−2−3+4+) =
−i
s

⟨12⟩���
2

3[34]���
2

3

���⟨12⟩[14]���[34]⟨41⟩
fabe f ecd . (1.351)

Since ⟨41⟩[14] = s14 = s23 = t, we have

lims→0 F
abcd(s, t, u) = − 1

st
fabe f ecd . (1.352)

Note that P 2 = 0 = ⟨12⟩[21] = ⟨34⟩[43] and consistently the three-particle amplitudes imply that

[12] = ⟨34⟩ = 0.

On the pole in the t channel, the amplitude factorises as
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Figure 1.25: t-channel pole factorisation of four-gluon amplitude.

Both helicities contribute to the intermediate state P ,

limt→0 iM(1−2−3+4+) =

ñ
i⟨P2⟩3

⟨23⟩⟨3P ⟩
i

t

i[P4]3

[41][1P ]
+

i[3P ]3

[23][P2]

i

t

i⟨1P ⟩3

⟨41⟩⟨P4⟩

ô
fdae f ebc

=
i

t

à
⟨P2⟩3[P4]3

⟨23⟩⟨3P ⟩[41][1P ]︸ ︷︷ ︸
1)

+
[3P ]3⟨1P ⟩3

[23][P2]⟨41⟩⟨P4⟩︸ ︷︷ ︸
2)

í
fade f ebc . (1.353)

Since,

P = p1 + p4 = −(p2 + p3) ⇒ P 2 = 0 = ⟨14⟩[41] = ⟨23⟩[32] , (1.354)

then

for [23] = ⟨14⟩ = 0, only 1) contributes,

for ⟨23⟩ = [14] = 0, only 2) contributes.

We use ⟨1P ⟩[P3] = ⟨14⟩[43] and ⟨2P ⟩[P4] = ⟨21⟩[14], and rewrite the two terms of eq. (1.353) as

1) =
[14]�3⟨12⟩3

⟨23⟩���[41]2⟨43⟩
= ⟨12⟩2[34]2 ⟨12⟩[14]

⟨23⟩⟨43⟩[34]2
=

⟨12⟩2[34]2

s
������
(−)⟨21⟩[14]
�����⟨23⟩[34]

, (1.355)

2) =
⟨14⟩�3[34]3

[23]���⟨41⟩2[21]
= ⟨12⟩2[34]2 ⟨14⟩[34]

[23][21]⟨12⟩2
=

⟨12⟩2[34]2

s
������
(−)⟨14⟩[43]
�����⟨12⟩[23]

. (1.356)

In either case, we get the same contribution, thus

limt→0F
abcd(s, t, u) =

1

st
fadef ebc . (1.357)

The u-channel intermediate state is obtained from the t-channel one, by swapping 3 ↔ 4 and c→ d,

so

limu→0F
abcd(s, t, u) =

1

su
facef ebd . (1.358)

Unitarity implies that the four-point amplitude should only have single poles in each channel, but

the residue in one channel always has a pole in another channel.
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Since [F ] = [M ]−4, we can write

F abcd(s, t, u) =
1

st
fabcd

Äs
t

ä
+

1

ut
gabcd

Äu
t

ä
, (1.359)

bearing in mind that since s+ t+ u = 0, the two ratios s/t and u/t are related.

Then we Taylor expand f and g,

F abcd(s, t, u) =
1

st

∞∑
n=0

fabcd
n

Äs
t

än
+

1

ut

∞∑
n=0

gabcdn

Äu
t

än
, (1.360)

where negative values of n are not allowed, else we would get poles stronger than 1/s or 1/u. The

s→ 0 limit implies that fabcd
0 = −fabef ecd. In the u→ 0 limit, s = −t, so gabcd0 = −facef ebd.

In the t→ 0 limit, u = −s, so

limt→0F
abcd(s, t, u) =

1

st

∞∑
n=0

Ä
fabcd
n − (−1)ngabcdn

äÄs
t

än
=

1

st
fadef ebc , (1.361)

so

fadef ebc =
∞∑
n=0

Ä
fabcd
n − (−1)ngabcdn

äÄs
t

än
. (1.362)

Since the left-hand side is a constant, this implies that

fabcd
n − (−1)ngabcdn = 0, for n > 0 , (1.363)

fadef ebc = fabcd
0 − gabcd0 = −fabef ecd + facef ebd , (1.364)

that is, the Jacobi identity,

fabef ecd + facef edb + fadef ebc = 0 . (1.365)

Computing how the four-gluon amplitude factorises on all the possible two-particle channels, we

have found that the only allowed colour algebra is the one of SU(N), so Yang-Mills theories are the

only interacting theories with massless spin-1 particles.

1.13 On-shell recursion relations

In the introduction, we said that the helicity amplitudes allow us to streamline the traditional work-

flow: Lagrangian → Feynman rules → Feynman diagrams → scattering amplitude → squared am-

plitude → cross section - by eliminating the bottleneck in squaring the amplitude.

In sec. 1.11, we took stock of that, by listing the basic processes of e+e− colliders and hadron

colliders to which we have applied that streamlining procedure.

In this section we introduce a stark departure from that workflow, either traditional or stream-

lined: the on-shell recursion relations allow us to compute amplitudes without making any reference

to a Lagrangian or to Feynman diagrams.

71



That proposes the deep question of whether it is possible to construct a quantum field theory,

which is based on the fundamental pillars of quantum mechanics and special relativity, but which

does not rely on off-shell structures, as quantum field theories usually do, a sort (quoting Lance

Dixon) of quantum field theory without quantum fields.

1.13.1 BCFW recursion relations

The idea behind the Britto-Cachazo-Feng-Witten (BCFW) recursion relations [2] is to consider the

amplitude An(p1, . . . , pn) as an analytic function of its complex momenta p1, . . . , pn. The momenta

are complexified by introducing a shift of the momenta, which preserves on-shellness and momentum

conservation, and which is linear in a complex variable z. Then the amplitude An(p1, . . . , pn) becomes

an analytic function of z.

Let us shift a momentum pµj by a vector qµ,

p̂j(z) = pj + zq , (1.366)

with j = 1, . . . , n. In order to preserve total momentum, let us shift another momentum,

p̂i(z) = pi − zq . (1.367)

On-shellness requires that p̂2j(z) = p̂2i (z) = 0 which implies the orthogonality conditions,

q2 = pj · q = pi · q = 0 . (1.368)

Taking pj and pi on the light-cone,

pj = (p+j , p
−
j ; 0⊥) , pi = (p+i , p

−
i ; 0⊥) , (1.369)

we realise that qµ must be a null vector in the transverse plane, qµ = (0, 0; q⊥). But then q
2 = −q2⊥,

which cannot vanish unless qµ is complex. A solution for qµ is

qµ =
1

2

¨
j+
∣∣∣ γµ ∣∣∣i+∂ = 1

2
λ̃ȧ(pj)(σ

µ)ȧaλa(pi) , (1.370)

which fulfils the orthogonality conditions. Note that

(/q)bḃ = (q · σ)bḃ =
1

2
λ̃ȧ(pj)(σ

µ)ȧaλa(pi)(σµ)bḃ = λb(pi)λ̃ḃ(pj) , (1.371)

whose short-hand is /q = λiλ̃j. Of course, another solution for pµ is

qµ =
1

2

¨
i+
∣∣∣ γµ ∣∣∣j+∂ ⇒ /q = λjλ̃i . (1.372)
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Let us choose /q = λiλ̃j (1.371), so the shifts become

(/̂pj(z))aȧ = (/pj)aȧ + z(/q)aȧ

= λa(pj)λ̃ȧ(pj) + zλa(pi)λ̃ȧ(pj)

= (λa(pj) + zλa(pi))λ̃ȧ(pj) , (1.373)

(/̂pi(z))aȧ = λa(pi)λ̃ȧ(pi)− zλa(pi)λ̃ȧ(pj)

= λa(pi)(λ̃ȧ(pi)− zλ̃ȧ(pj)) . (1.374)

In short, we can say that the shift (1.366) and (1.367), with /q = λiλ̃j (1.371), is realised through the

shift on the spinor variables, 
λ̂j = λj + zλi,

ˆ̃λj = λ̃j ,

ˆ̃λi = λ̃i − zλ̃j, λ̂i = λi .
(1.375)

The amplitude An(z) is an analytic function of the shift z above. We can use Cauchy’s theorem

and compute A(z) over a circle large enough to encompass all its poles. If An(z) → 0 as z → ∞,

then the sum of all its residues vanishes,

0 =
1

2πi

∮
C
dz
A(z)

z
with radius(C) → ∞

= An(0) +
∑
k

Res

Ç
An(z)

z

å∣∣∣∣∣∣
z=zk

, (1.376)

where An(0) corresponds to the original amplitude and zk are the locations of the factorisation poles,

Figure 1.26: Multi-particle factorisation, with P̂ µ
1,k = pµ1 + . . .+ p̂j(z) + . . .+ pµk .

Where are the poles? We said that unitarity implies that the poles of amplitudes correspond

to the exchange of on-shell intermediate states. So the singularities of amplitudes stem from the

vanishing propagators in the Feynman diagrams. At tree level, this means that the amplitude, or

Feynman diagram, factorises into two smaller amplitudes connected by a vanishing propagator.

The momentum P̂1,k flowing through the propagator depends on z only if particles i and j are on

opposite sides of the factorising diagram. If both i and j are on the same side of the diagram, P1,k

is independent of z and there is no pole.
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We choose the shift,

p̂1(z) = p1 + zq, p̂n(z) = pn − zq, /q = λnλ̃1, . (1.377)

i.e. 
λ̂1 = λ1 + zλn,

ˆ̃λ1 = λ̃1 ,

ˆ̃λn = λ̃n − zλ̃1, λ̂n = λn .
(1.378)

The factorization poles in the
∑
k

occur when P̂1,k = p̂1(zk) + p2 + · · ·+ pk is on-shell. Then,

0 = P̂ 2
1,k = (p1 + zkq + p2 + · · ·+ pk)

2

= (P1,k + zkq)
2

= P 2
1,k + 2zkP1,k · q , (1.379)

with P1,k = p1 + . . .+ pk. Thus the poles are at

zk = −
P 2
1,k

2P1,k · q

= −
P 2
1,k

⟨1+| /P 1,k |n+⟩
= −

P 2
1,k

⟨n−| /P 1,k |1−⟩
, (1.380)

using eq. (1.370). If An(z) → 0 as z → ∞, Cauchy’s theorem says that

iAn(0) = −
∑
k

Res
ÄiAn(z)

z

ä∣∣∣∣∣∣
z=zk

= −
∑
h=±

n−2∑
k=2

Res
î
iAk+1(1̂, 2, . . . , k,−P̂−h

1,k )
i

zP̂ 2
1,k

iAn−k+1(P̂
h
1,k, k + 1, . . . , n̂)

ó∣∣∣∣∣∣
z=zk

,(1.381)

with Ak+1 and An−k+1 teh amplitudes on either side of the pole. Now, z−zk with zk as in eq. (1.380),

at the pole is

z − zk ≃
P 2
1,k + 2zkP1,k · q

2P1,k · q
, (1.382)

so at the pole the propagator behaves as

zP̂ 2
1,k → zk (z − zk) 2P1,k · q = −P 2

1,k(z − zk) , (1.383)

using eq. (1.380). Thus, the amplitude is given by the recursion relation,

iAn(p1, . . . , pn) =
∑
h=±

n−2∑
k=2

î
iAk+1(1̂, 2, . . . , k,−P̂−h

1,k )
i

P 2
1,k

iAn−k+1(P̂
h
1,k, k + 1, . . . , n̂)

ó
, (1.384)
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with the shifted momenta to be evaluated at z = zk,

(/̂p1(zk))aȧ =
Ä
λ1 −

P 2
1,k

⟨n−| /P 1,k |1−⟩
λn
ä
λ̃1 ,

(/̂pn(z))aȧ = λn
Ä
λ̃n +

P 2
1,k

⟨n−| /P 1,k |1−⟩
λ̃1
ä
, (1.385)

and the sum is over the (n−3) partitions of the n momenta into two sets, with at least three momenta

(a three-point amplitude) on the left (k ≥ 2) or on the right (k ≤ n− 2).

In order to complete the proof of the on-shell recursion relation (1.384), one must show that

An(z) → 0 as z → ∞. Let us take gluon 1 with positive helicity, and gluon n with negative helicity.

This is known as the |−,+⟩ case. We consider the large z-behaviour of a generic Feynman diagram.

Figure 1.27: Gluon line for gluons 1 and n.

Since p̂1(z) = p1 + zq, the red propagators 1/P̂ 2
1,k = (P 2

1,k + z ⟨n−| /P 1,k |1−⟩)−1 grow as 1/z as

z → ∞. The 3-gluon vertices are linear in the momentum. Since there can be at most one more

3-gluon vertices than propagators, the diagram can at worst diverge as z for z → ∞. Then we must

include the polarisation vectors,

(/ϵ+(p̂1, q))
ȧa = (ϵ+ · σ)ȧa =

√
2
λa(q)λ̃ȧ(p1)

λb(q)λ̂b(p1)
∼ 1

z
, (1.386)

since λ̂1 = λ1 + zλn,

(/ϵ−(p̂n, q))aȧ = (ϵ− · σ)aȧ = −
√
2
λ̃ȧ(q)λa(pn)

λ̃ḃ(q)
ˆ̃λḃ(pn)

∼ 1

z
. (1.387)

since ˆ̃λn = λ̃n − zλ̃1. So the amplitude falls off as 1/z as z → ∞.

Of course, this diagrammatic argument will not work for the |+,+⟩, |−,−⟩ and |+,−⟩ cases. As
expected, the |+,−⟩ case diverges as z3 as z → ∞. A clean argument for the |+,+⟩, |−,−⟩ cases,

for which the amplitude also falls off as 1/z as z → ∞, was given in [25] in terms of a hard particle

moving in a soft background field, without making reference to Feynman diagrams.

1.13.2 MHV amplitudes

Now, we are going to use the on-shell recursion relations (1.384), with the shift (1.378) and /q = λnλ̃1,

to compute the MHV amplitudes.
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Firstly, we note that the spinor products,

⟨p1̂⟩ = ⟨p1⟩+ z⟨pn⟩ ,

[pn̂] = [pn]− z[p1] , (1.388)

with p ̸= 1, n, are linear in the shift variable, while the spinor products ⟨pn̂ =⟩⟨pn⟩ and [p1̂] = [p1]

are not changed by the shift. The shift implies also that

⟨n̂1̂⟩ = ⟨n1⟩, [1̂n̂] = [1n] . (1.389)

Further, the shift vector,

qµ =
1

2

¨
1+
∣∣∣ γµ ∣∣∣n+

∂
, (1.390)

which fulfils the orthogonality conditions (1.368), is proportional to the polarisation vectors,

ϵ+µ(p1, pn) =
⟨n−| γµ |1−⟩√

2⟨n1⟩
=

⟨1+| γµ |n+⟩√
2⟨n1⟩

,

ϵ−µ(pn, p1) = −⟨1+| γµ |n+⟩√
2[1n]

. (1.391)

In accordance to the fact that qµ is made of the un-shifted spinors, /q = λnλ̃1, the polarisation vectors

(1.391) are not deformed by the shift,

ϵ+µ(p̂1, pn) = ϵ+µ(p1, pn) , ϵ−µ(p̂n, p1) = ϵ−µ(pn, p1) . (1.392)

Conversely,

ϵ−µ(p̂1, pn) = −
⟨n+| γµ

∣∣∣1̂+∂
√
2[n1̂]

= ϵ−µ(p1, pn)−
2zpµn√
2[n1]

, (1.393)

where we used Gordon identity. Likewise,

ϵ+µ(p̂n, p1) =
⟨1−| γµ |n̂−⟩√

2⟨1n⟩

= ϵ+µ(pn, p1)−
2zpµ1√
2⟨1n⟩

. (1.394)

Thus, ϵ−µ(p̂1, pn) and ϵ+µ(p̂n, p1) must be shifted in order to keep the orthogonality conditions in

place.

Firstly, we use the on-shell recursion relations to prove Parke-Taylor formula by induction. We

know that it holds for three and four gluons. We assume that it holds for (n − 1) gluons. Let the

negative-helicity gluons be j and n. The same argument about the lack of multi-particle poles of
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MHV amplitudes by counting negative helicities we discussed in sec. 1.7.3 applies here. Thus, the

contributions with 3 ≤ k ≤ n− 3 vanish.

We are left with k = 2 and k = n− 2. Let us suppose that k = n− 2. If j = n− 1, then the An−1

amplitude may have at most one negative helicity gluon, and it vanishes. So, let us take j < n− 1.

For the An−1 amplitude not to vanish, h must be positive,

iAn−1(1̂
+, 2+, . . . , j−, . . . , (n− 2)+,−P̂−)

i

P 2
1,n−2

iA3(P̂
+, (n− 1)+, n−) , (1.395)

with

iA3(P̂
+, (n− 1)+, n−) = −i [P̂ , (n− 1)]3

[(n− 1), n̂][n̂P̂ ]
, (1.396)

which can be non-vanishing only if

⟨P̂ (n− 1)⟩ = ⟨(n− 1), n̂⟩ = ⟨n̂P̂ ⟩ = 0 , (1.397)

but we know that

⟨(n− 1), n̂⟩ = ⟨(n− 1), n⟩ ̸= 0 , (1.398)

because the right-handed spinor λn is not shifted. Let us see how this implies that all the spinor

products in A3(P̂
+, (n− 1)+, n̂−) vanish. The vanishing of the propagator,

0 = P̂ 2
1,n−2 = P̂ 2

n−1,n = [(n− 1), n̂]⟨n, n− 1⟩ , (1.399)

implies that [(n− 1), n̂] = 0. Likewise, using momentum conservation,

∣∣∣P̂+
∂
[P̂ , (n− 1)] = /̂P 1,n−2

∣∣∣(n− 1)−
∂

= −(/̂pn + /pn−1
)
∣∣∣(n− 1)−

∂
= −

∣∣∣n̂+
∂
[n̂, (n− 1)] = 0 , (1.400)

∣∣∣P̂+
∂
[P̂ , n̂] = −(/̂pn + /pn−1

)
∣∣∣n−∂ = −

∣∣∣(n− 1)+
∂
[(n− 1), n̂] = 0 , (1.401)

so all the spinor products in A3(P̂
+, (n− 1)+, n̂−) vanish, making A3(P̂

+, (n− 1)+, n̂−) vanish too.

We are left only with k = 2. Let us suppose that j > 2 (the j = 2 case is treated in app. H.28).

For the A3 amplitude not to vanish, h must be positive,

iA3(1̂
+, 2+,−P̂−)

i

P 2
1,2

iAn−1(P̂
+, 3+, . . . , j−, . . . , (n− 1)+, n̂−) , (1.402)
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with

iA3(1̂
+, 2+,−P̂−) = −i [1̂2]3

[2(−P̂ )][(−P̂ )1̂]

= i
[12]3

[2P̂ ][P̂1]
, (1.403)

since ˆ̃λ1 = λ̃1, and where we analytically continued, [k(−P̂ )] = i[kP̂ ].

Also, since λ̂n = λn, by induction,

i An−1(P̂
+, 3+, . . . , j−, . . . , (n− 1)+, n̂−) = i

⟨jn̂⟩4

⟨P̂3⟩⟨34⟩ · · · ⟨(n− 1), n̂⟩⟨n̂P̂ ⟩

= i
⟨jn⟩4

⟨P̂3⟩⟨34⟩ · · · ⟨(n− 1), n⟩⟨nP̂ ⟩
, (1.404)

so

iAn(1
+, . . . , j−, . . . , (n− 1)+, n−) = i

⟨jn⟩4

⟨P̂3⟩⟨34⟩ · · · ⟨(n− 1), n⟩⟨nP̂ ⟩
i

s12
i

[12]3

[2P̂ ][P̂1]
. (1.405)

Then we note that

⟨nP̂ ⟩[P̂2] =
¨
n−
∣∣∣ /̂P ∣∣∣2−∂ = ¨n−

∣∣∣ /p1 + /p2 +����*
0

zλnλ̃1
∣∣∣2−∂ = ⟨n1⟩[12] ,

⟨3P̂ ⟩[P̂1] =
¨
3−
∣∣∣ /̂P ∣∣∣1−∂ = ⟨32⟩[21] , (1.406)

and the amplitude becomes

iAn(1
+, . . . , j−, . . . , (n− 1)+, n−)

= −i ⟨jn⟩4���[12]3

(−)⟨n1⟩���[12](−⟨12⟩���[12])(−⟨23⟩���[12])⟨34⟩ · · · ⟨(n− 1), n⟩

= i
⟨jn⟩4

⟨12⟩ · · · ⟨n1⟩
, (1.407)

which proves Parke-Taylor formula.

1.13.3 NMHV six-gluon amplitudes

NMHV amplitudes, defined as the ones with three negative-helicity and (n − 3)-positive helicity

gluons, appear first in the six-gluon amplitudes, which in fact display three different NMHV helicity

structures, A6(1
+2+3+4−5−6−), A6(1

+2+3−4+5−6−) and A6(1
+2−3+4−5+6−), up to cyclicity and

reflection symmetries. However, using the photon decoupling identity, it is possible to show that

A6(1
+2−3+4−5+6−) is related to the (+ +−+−−) structure (see app. H.29).

Let us use the on-shell recursion relation to compute A6(1
+2+3+4−5−6−), the computation of the
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other two NMHV helicity structures is left to apps. H.30 and H.31.

iA6(1
+2+3+4−5−6−)

=
∑
h=±

4∑
k=2

î
iAk+1(1̂, 2

+, . . . , k,−P−h
1,k )

i

P 2
1,k

iA6−k+1(P̂
h
1,k, k + 1, . . . , 6̂−)

ó
, (1.408)

with the shift (1.378), with n = 6. The k = 3 case does not contribute, since

A4(1̂
+, 2+, 3+,−P̂−h

1,3 ) = 0 , (1.409)

for either h. Further, the k = 2 case,

I2 = iA3(1̂
+, 2+,−P̂−

1,2)
i

P 2
1,2

iA5(P̂
+
1,2, 3

+, 4−, 5−, 6̂−) , (1.410)

and the k = 4 case,

I4 = iA5(1̂
+, 2+, 3+, 4−,−P̂−

1,4)
i

P 2
1,4

iA3(P̂
+
1,4, 5

−, 6̂−) , (1.411)

are related by parity

∣∣∣1+∂↔ ∣∣∣6−∂ ∣∣∣2+∂↔ ∣∣∣5−∂ ∣∣∣3+∂↔ ∣∣∣4−∂ ,∣∣∣4+∂↔ ∣∣∣3−∂ ∣∣∣5+∂↔ ∣∣∣2−∂ ∣∣∣6+∂↔ ∣∣∣1−∂ . (1.412)

We compute the k = 2 case. Using eq. (1.380), the pole is at

z2 = − s12
⟨6−| /P 1,2 |1−⟩

= −⟨12⟩
⟨62⟩

, (1.413)

thus

/̂P 1,2 = /p1 + /p2 −
⟨12⟩
⟨62⟩

∣∣∣6+∂̈ 1+∣∣∣ . (1.414)

Further, ∣∣∣1̂−∂ = ∣∣∣1−∂ , ∣∣∣6̂−∂ = ∣∣∣6−∂+ ⟨12⟩
⟨62⟩

∣∣∣1−∂ . (1.415)

We already computed A3(1̂
+, 2+,−P̂−) in eq. (1.403), so

I2 = i
[12]3

[2P̂ ][P̂1]

i

s12
(−i) [P̂3]3

[34][45][56̂][6̂P̂ ]

=
i

s12

[12]3

[2P̂ ]⟨P̂6⟩⟨6P̂ ⟩[P̂1]
(⟨6P̂ ⟩[P̂3])3

[34][45][56̂][6̂P̂ ]⟨P̂6⟩
, (1.416)

where in the second line we multiply and divide by ⟨6P̂ ⟩3.
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Then using eqs. (1.414) and (1.415), we can make the shifted spinor products explicit

⟨6P̂ ⟩[P̂ k] =
¨
6−
∣∣∣ (/p1 + /p2 +������:0

z2
∣∣∣6+∂̈ 1+∣∣∣) ∣∣∣k−∂ , ∀k , (1.417)

[56̂] = [56] +
⟨12⟩
⟨62⟩

[51] =
⟨2−| (/p6 + /p1) |5

−⟩
⟨62⟩

, (1.418)

⟨6P̂ ⟩[P̂ 6̂] = ⟨6P̂ ⟩[P̂6] + ⟨12⟩
⟨62⟩

⟨6P̂ ⟩[P1]

=
¨
6−
∣∣∣ (/p1 + /p2)

∣∣∣6−∂+ ⟨12⟩
⟨62⟩

¨
6−
∣∣∣ /p2 ∣∣∣1−∂

= s16 + s26 +
⟨12⟩
⟨62⟩

⟨62⟩[21]

= s612 . (1.419)

Thus,

I2 = i ���[12]3

���⟨62⟩���[21]⟨61⟩���[12]

1

�
��[21]⟨12⟩

⟨6−| (/p1 + /p2) |3
−⟩3

[34][45]s612

¨
2−
∣∣∣ (/p6 + /p1)

∣∣∣5−∂
���⟨62⟩

= i
⟨6−| (/p1 + /p2) |3

−⟩3

⟨61⟩⟨12⟩[34][45]s612 ⟨2−| (/p6 + /p1) |5
−⟩
. (1.420)

Using the parity symmetry, we write the k = 4 term,

I4 = i
⟨1+| (/p6 + /p5) |4

+⟩3

[16][65]⟨43⟩⟨32⟩s561 ⟨5+| (/p1 + /p6) |2
+⟩
, (1.421)

and finally

iA6(1
+2+3+4−5−6−) = i

⟨6−| (/p1 + /p2) |3
−⟩3

⟨61⟩⟨12⟩[34][45]s612 ⟨2−| (/p6 + /p1) |5
−⟩

+ i
⟨4−| (/p5 + /p6) |1

−⟩3

⟨23⟩⟨34⟩[56][61]s561 ⟨2−| (/p6 + /p1) |5
−⟩
. (1.422)

The A6(1
+2+3+4−5−6−) amplitude had been derived already by Mangano, Parke and Xu [27]. The

advantage of the expression above is that it is shorter and with a simpler singularity structure,

although it contains a spurious singularity, given by ⟨2−| (/p6 + /p1) |5
−⟩ → 0, which may occur when

p6+p1 is a linear combination of p2 and p5. The singularity is spurious because although the amplitude

is finite in that kinematic point, individual terms of the amplitude are singular (see the discussion

in [9]).
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1.14 Gravitation

Let us consider general relativity and the Einstein-Hilbert action, without matter fields,

SEH =
1

2κ2

∫
d4x

√
−gR , (1.423)

where R = gµνRµν is the Ricci scalar, with Rµν the Ricci curvature tensor, and k2 = 8πGN , with

Newton’s constant GN . The variation δgµν of the gravitational field gµν yields the gravity part of

Einstein’s equations,

Gµν = Rµν −
1

2
gµνR . (1.424)

If we expand gµν around the flat space ηµν ,

gµν = ηµν + κhµν , (1.425)

we may consider hµν as the graviton field. Since Rµν involves two derivatives of the field gµν , all

terms in the expansion of the action will display two derivatives of hµν , i.e. schematically,

SEH =
1

2k2

∫
d4x[h∂2h+ κh2∂2h+ κ2h3∂2h+ . . .] . (1.426)

After gauge fixing (e.g through the De Donder gauge), the h∂2h term will yield the graviton propa-

gator, h2∂2h the three-graviton vertex, h3∂2h the four-graviton vertex, and in general hn−1∂2h will

yield the n-graviton vertex. The graviton field hµν has spin 2, and its polarisation tensor is given

simply by the product of two spin-1 polarisation vectors,

ϵµν± (p) = ϵµ±(p)ϵ
ν
±(p) . (1.427)

The graviton is massless, so it has two helicity states.

Computing amplitudes out of the Feynman rules for the graviton vertices is very complicated,

even for the simplest, i.e. the four-graviton tree amplitude. Yet, at fixed helicities the outcome is

very simple,

M tree
4 (1−2−3+4+) =

⟨12⟩7[12]
⟨13⟩⟨14⟩⟨23⟩⟨24⟩⟨34⟩2

. (1.428)

In the spirit of the on-shell recursion relations, we will bypass Einstein-Hilbert action, the Feynman

rules for the graviton vertices, and compute graviton amplitudes directly on-shell.

1.14.1 Three-graviton amplitudes

In sec. 1.12.3, we have seen that for a theory of massless particles of a given integer spin s, little

group scaling and dimensional analysis arguments fix uniquely the dependence of the three-boson
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amplitudes on the spinor products,

M tree
3 (1−, 2−, 3+) ∝

Ç ⟨12⟩3

⟨23⟩⟨31⟩

ås

,

M tree
3 (1+, 2+, 3−) ∝

Ç
[12]3

[23][31]

ås

.

Gravitons have helicity = ±2, so the same arguments fix the three-graviton amplitudes to be,

M tree
3 (1−, 2−, 3+) ∝ ⟨12⟩6

⟨13⟩2⟨23⟩2
,

M tree
3 (1+, 2+, 3−) ∝ [12]6

[13]2[23]2
. (1.429)

In particular, we fix the three-graviton amplitudes to be the square of the three-gluon amplitudes

(we will see later why),

iM tree
3 (1−, 2−, 3+) = i(iAtree

3 (1−, 2−, 3+))2 ,

iM tree
3 (1+, 2+, 3−) = i(iAtree

3 (1+, 2+, 3−))2 . (1.430)

1.14.2 Uniqueness of General Relativity

Examining the three-particle amplitudes in sec. 1.12.3, we have already seen that Bose symmetry

severely constrains theories of self-interacting massless particles of integer spin s: they must have

an even spin, odd spins being only allowed with at least three particles and a fully antisymmetric

coupling. Now, we want to use four-particle amplitudes to show that the graviton, and so linearised

General Relativity, is the only allowed self-interacting massless particle of (even) integer spin s.

Using the on-shell recursion relations, a four-particle amplitude can be constructed through at

most two of the three channels. For example, let us suppose that the shift involves particles 1 and 4.

They must be on opposite sides of the on-shell propagator. That excludes then the s14 channel.

Of course, for self-consistency, the four-particle amplitude computed in this way must not depend

on the shift. We shall use it as a selection criterion for possible theories. Let us consider a self-

interacting massless particle of integer spin s, whose three-particle amplitudes are given by (stripped

off of couplings)

M3(1
−, 2−, 3+) = is−1

Ç
i

⟨12⟩3

⟨23⟩⟨31⟩

ås

, M3(1
−, 2−, 3−) = 0 ,

M3(1
+, 2+, 3−) = is−1

Ç
−i [12]3

[23][31]

ås

, M3(1
+, 2+, 3+) = 0, . (1.431)
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In the Tutorial, we compute the amplitude M4(1
+, 2−, 3+, 4−) using the |4−, 1+⟩ shift,


λ̂1 = λ1 + zλ4,

ˆ̃λ1 = λ̃1 ,

ˆ̃λ4 = λ̃4 − zλ̃1, λ̂4 = λ4 .
, (1.432)

with /q = λ4λ̃1. The amplitude is un-ordered, so it has two contributions, given in fig. 1.28, which

yield (see app. H.32)

iM
(4,1)
4 (1+, 2−, 3+, 4−) = i

Ä
[13]2⟨24⟩2

äs (s14)2−s

s12s13s14
, (1.433)

which has the correct little group scaling.

Figure 1.28: Amplitude M4(1
+, 2−, 3+, 4−) under |4−, 1+⟩ shift.

We compute again the amplitude M4(1
+, 2−, 3+, 4−) through the |2−, 1+⟩ shift,


λ̂1 = λ1 + zλ2,

ˆ̃λ1 = λ̃1 ,

ˆ̃λ2 = λ̃2 − zλ̃1, λ̂2 = λ2 .
with /q = λ2λ̃1 . (1.434)

In order to do that, we can use the fact that by reflection,

M
(2,1)
4 (1+, 2−, 3+, 4−) =M

(2,1)
4 (1+, 4−, 3+, 2−) . (1.435)

The amplitude on the right-hand side can be obtained from M
(4,1)
4 (1+, 2−, 3+, 4−) by swapping labels

2 and 4 in eq. (1.433), so that

iM
(2,1)
4 (1+, 2−, 3+, 4−) = i

Ä
[13]2⟨24⟩2

äs (s12)2−s

s12s13s14
. (1.436)

Since the computation of the four-particle amplitude must not depend on the shift,

M
(2,1)
4 (1+, 2−, 3+, 4−) =M

(4,1)
4 (1+, 2−, 3+, 4−) , (1.437)

we obtain that (s14)
2−s = (s12)

2−s. For this to be true, for every s12 and s14, we must have s = 2 [29].

Note that for s = 2, the amplitude has the correct residues in all three channels.

Further, note that for (1−, 2−, 3+, 4+) we obtain

M4(1
−, 2−, 3+, 4+) =

⟨12⟩4[34]4

s12s13s14
, (1.438)
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in agreement with eq. (1.428) (please check it).

1.14.3 Multi-graviton MHV amplitudes

Just like for gluons, supersymmetric Ward identities allow one to prove that the graviton amplitudes

with all-like helicity gravitons, or all but one, vanish at tree level,

M tree
n (1±, 2±, . . . , n±) = 0 ,

M tree
n (1∓, 2±, . . . , n±) = 0 . (1.439)

Just like for Yang-Mills, tree graviton amplitudes cannot tell if they belong to a pure gravity theory

or a supersymmetric extension (supergravity).

Just like gluon amplitudes, graviton amplitudes are classified as MHV, NMHV, and so on. Tree

MHV graviton amplitudes can be obtained though on-shell recursion relations, and expressed as the

square of tree MHV gluon amplitudes, as we will see.

In the Tutorial, we consider the MHV amplitude M tree
n (1−, 2−, 3+, . . . , n+), and by induction we

show that it takes the form [30],

iM tree
n (1−, 2−, 3+, . . . , n+) = i

∑
σ∈Sn−2

2p1 · pσn

Ä n−1∏
k=4

βk
äÄ
iAn(1

−, 2−, σ+
3 , . . . , σ

+
n )
ä2
, (1.440)

with βk =


− ⟨σkσk+1⟩

⟨2σk+1⟩
¨
2−
∣∣∣ /P σ3,σk−1

∣∣∣σ−
k

∂
for n > 4

1, for n = 4 .

(1.441)

and Pi,j = pi + . . .+ pj. In particular, for n = 4 eq. (1.440) yields

iM tree
4 (1−, 2−, 3+, 4+) = i

î
s14(iA4(1

−, 2−, 3+, 4+))2 + s13(iA4(1
−, 2−, 4+, 3+))2

ó
, (1.442)

which can be shown (see Tutorial) to agree with the usual form of the four-graviton amplitude (1.428).

Eq. (1.440) has manifest Sn−2 permutation symmetry over (n − 2) gravitons, but of course the

amplitude is fully symmetric over n gravitons, so we introduce a formula [31] for the n-graviton MHV

amplitude, which is manifestly symmetric over n gravitons.

Firstly, we introduce the symmetric function,


φi

j =
[ij]

⟨ij⟩
j ̸= i ,

φi
i = −

∑
k ̸=i

[ik]⟨kx⟩⟨ky⟩
⟨ik⟩⟨ix⟩⟨iy⟩

.
(1.443)
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The function φi
i does not depend on the spinors x, y. To see it, let us change x with x

′
,

∑
k ̸=i

[ik]⟨kx′⟩⟨ky⟩
⟨ik⟩⟨ix′⟩⟨iy⟩

=
∑
k ̸=i

[ik]⟨kx⟩⟨ky⟩
⟨ik⟩⟨ix⟩⟨iy⟩

⟨kx′⟩⟨ix⟩
⟨ix′⟩⟨kx⟩

. (1.444)

By Schouten identity,

⟨ix⟩⟨kx′⟩+ ⟨ik⟩⟨x′
x⟩+ ⟨ix′⟩⟨xk⟩ = 0 , (1.445)

thus we get

∑
k ̸=i

[ik]⟨kx⟩⟨ky⟩
⟨ik⟩⟨ix⟩⟨iy⟩

Ä
1 +

⟨ik⟩⟨xx′⟩
⟨ix′⟩⟨kx⟩

ä
= −φi

i +
∑
k ̸=i

[ik]⟨ky⟩⟨xx′⟩
⟨ix⟩⟨iy⟩⟨ix′⟩

, (1.446)

and the second term vanishes by momentum conservation.

The functions φi
j, form an n×n symmetric matrix ϕ, out of which we construct the (n−3)×(n−3)

minor determinant |ϕ|ijkpqr obtained by deleting rows i, j, k and columns p, q, r. Further, we introduce

the coefficient,

cijk = cijk =
1

⟨ij⟩⟨jk⟩⟨ki⟩
. (1.447)

Then we write the amplitude Mn as

Mn(1, 2, . . . , n) = ⟨ij⟩8›Mn(1, 2, . . . , n) , (1.448)

where i and j are the negative-helicity gravitons and ›Mn is helicity independent. ›Mn can be written

as [31] ›Mn(1, 2, . . . , n) = (−1)n+1sgn(ijk) sgn(rst)cijkc
rst|ϕ|ijkrst , (1.449)

where sgn(ijk) ≡ sgn(σ(i, j, k, 1, 2, . . . , /i, /j, /k, . . . , n)) is the signature of the permutation which moves

i, j, k up front in the sequence.

In order to check that Mn is symmetric under Sn permutations, it is enough to show that e.g.

cijk|ϕ|ijkrst = −cijℓ|ϕ|ijℓrst , (1.450)

for any ℓ ̸= k. For this, it is convenient to introduce the function,

f i
j = ⟨i1⟩⟨i2⟩φi

j . (1.451)

Then
n∑

i=1

f i
j =

∑
i ̸=j

⟨i1⟩⟨i2⟩ [ij]
⟨ij⟩

− ⟨j1⟩⟨j2⟩
∑
k ̸=j

[jk]⟨kx⟩⟨ky⟩
⟨jk⟩⟨jx⟩⟨jy⟩

= 0 , (1.452)

which is straightforward if we choose x = 1, y = 2. Thus, for a given column j, the rows i in the n×n
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matrix f all sum to zero. By the properties of determinants, this implies, e.g. that |f |ijkrst = −|f |ijℓrst

and so that cijk|ϕ|ijkrst = −cijℓ|ϕ|ijℓrst.

Let us check that ›Mn reproduces the known expressions for three (1.430) and four gravitons (1.428).

M3(1
−, 2−, 3+) =

⟨12⟩6

⟨23⟩2⟨31⟩2
,

M4(1
−2−3+4+) =

⟨12⟩7[12]
⟨13⟩⟨14⟩⟨23⟩⟨24⟩⟨34⟩2

,

imply that ›M3(1, 2, 3) =
1

⟨12⟩2⟨23⟩2⟨31⟩2
, (1.453)›M4(1, 2, 3, 4) =

[12]

⟨12⟩⟨13⟩⟨14⟩⟨23⟩⟨24⟩⟨34⟩2
. (1.454)

For n = 3, |ϕ|123123 = 1, and we get eq. (1.453).

For n = 4, let us choose the minor |ϕ|234234 = φ1
1, with x = 3, y = 4,

φ1
1 = − [12]⟨23⟩⟨24⟩

⟨12⟩⟨13⟩⟨14⟩
,›M4 = −c234c234φ1

1

=
1

⟨23⟩�2⟨34⟩2⟨24⟩�2
[12]���⟨23⟩���⟨24⟩
⟨12⟩⟨13⟩⟨14⟩

, (1.455)

in agreement with eq. (1.454). We can check that the result does not depend on the choice of the

minor, by choosing |ϕ|123123 = φ4
4 with x = 2, y = 3,

φ4
4 = − [41]⟨12⟩⟨13⟩

⟨41⟩⟨42⟩⟨43⟩
,›M4 = −c123c123φ4

4

=
1

⟨12⟩�2⟨13⟩�2⟨23⟩2
[41]���⟨12⟩���⟨13⟩
⟨41⟩⟨42⟩⟨43⟩

, (1.456)

and using momentum conservation, [41]⟨43⟩ = [12]⟨23⟩ we get again eq. (1.454). If, say, we choose

the minor |ϕ|234123 = φ1
4,

φ1
4 =

[14]

⟨14⟩
,›M4 = c234c
123φ1

4

=
1

⟨12⟩⟨23⟩⟨31⟩⟨23⟩⟨34⟩⟨42⟩
[14]

⟨14⟩
, (1.457)

and using momentum conservation we get yet again eq. (1.454).
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1.14.4 Kawai-Lewellen-Tye relations

Let us write the four-graviton amplitude as in eq. (1.442),

iM4(1
−, 2−, 3+, 4+) = i

î
s14(iA4(1

−, 2−, 3+, 4+))2 + s13(iA4(1
−, 2−, 4+, 3+))2

ó
.

Using reflection and the photon decoupling with respect to gluon 2, we write

A4(1, 2, 4, 3) = A4(1, 3, 4, 2) = −A4(1, 2, 3, 4)− A4(1, 3, 2, 4) . (1.458)

Then we use the BCJ relation (1.235), and we write eq. (1.458) as

A4(1, 2, 4, 3) = −
Ç
1 +

s12
s13

å
A4(1, 2, 3, 4)

=
s14
s13

A4(1, 2, 3, 4) . (1.459)

Thus we can write eq. (1.442) as

iM4(1
−, 2−, 3+, 4+) = i

Ä
��s14

s13

��s14
+��s13

s14

��s13

ä
iA4(1

−, 2−, 3+, 4+) iA4(1
−, 2−, 4+, 3+)

= −is12iA4(1
−, 2−, 3+, 4+) iA4(1

−, 2−, 4+, 3+) . (1.460)

This is the simplest example of Kawai-Lewellen-Tye (KLT) relations. They were derived in string

theory, giving the n-point closed string amplitudes as a sum over products of pairs of n-point open

string amplitudes. In the low-energy limit, the n-point closed string amplitudes become tree graviton

amplitudes Mn, while the n-point open string amplitudes become colour-ordered gluon amplitudes

An. Note however that the KLT relations are valid without specifying the helicity states, they are in

fact valid in d spacetime dimensions.

1.14.5 Colour-kinematics duality

In sec. 1.7.4, in dealing with the four-gluon amplitude (1.211) which led to the BCJ relation, we saw

that the Jacobi identity, cs + ct + cu = 0 has a kinematic analog, ns + nt + nu = 0, eq. (1.223).

Writing the tree amplitude as a sum over all distinct cubic diagrams (where we have eliminated

the four-gluon vertices as in sec. 1.7.4),

Atree
n =

∑
i

cini

Di

, (1.461)

BCJ proposed that every time there is a triplet of colour factors {ci, cj, ck} which are linked,

ci + cj + ck = 0, the amplitude features colour-kinematics (CK) duality if the kinematics factors

are linked likewise, ni + nj + nk = 0. In sec. 1.7.4, we have shown that four-gluon amplitudes feature

CK duality, and that is true in general for Yang-Mills (i.e. pure gluon) amplitudes.
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The gauge-dependent kinematic factors ni are of course not unique. Any shift of the polarisa-

tion vectors ϵ(pi) → ϵ(pi) + aipi changes the ni’s without changing the gauge-invariant amplitude.

Examining again the four-gluon amplitude (1.211),

iM4 = −ig2
Änscs
s

+
ntct
t

+
nucu
u

ä
,

the non-local shifts,

ns → ns + s∆ , nt → nt + t∆ , nu → nu + u∆ , (1.462)

which are like adding a contact term to each channel, will also leave the amplitude invariant, since

cs + ct + cu = 0.

For the n-point amplitude (1.461), if we have a set of numerators which fulfil the CK duality,

ci + cj + ck = 0 ⇔ ni + nj + nk = 0, and we shift the numerators, ni → ni +∆i, with the constraint,

∑
i

ci∆i

Di

= 0 , (1.463)

the amplitude is invariant. The ∆i’s are like gauge functions, since they drop out of the amplitude.

Once we have the numerators fulfilling the CK duality, let us see what happens on the four-gluon

amplitude (1.211) with the formal replacement,

ci → ni . (1.464)

Stripping-off the coupling constant, we get

iM4(1, 2, 3, 4) = −i
Ç
n2
s

s
+
n2
t

t
+
n2
u

u

å
, (1.465)

with nt = −(ns + nu). Then we use the relation (1.233) between ns, nu and A4(1, 2, 3, 4),

A4(1, 2, 3, 4) =
u

st
ns −

1

t
nu , (1.466)

so that

nu =
u

s
ns − tA4(1, 2, 3, 4) ,

nt = − (ns + nu)

= −
Å
1 +

u

s

ã
ns + tA4(1, 2, 3, 4)

= t
Å
A4(1, 2, 3, 4) +

ns

s

ã
, (1.467)
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and we re-write the amplitude as

iM4(1, 2, 3, 4) = −i
în2

s

s
+ t
Å
A4(1, 2, 3, 4) +

ns

s

ã2
+
Åu
s
ns − tA4(1, 2, 3, 4)

ã2 1
u

ó
= −i

î
�
�
�n2
s

s
+ tA2

4 +
�
�
�
�2t

s
nsA4 +

�
�
�t

s2
n2
s +

t2A2
4

u
+

�
�
�u

s2
n2
s −

�
�

�
�2t

s
nsA4

ó
= −it

Å
1 +

t

u

ã
A4(1234)

2

= i
st

u
A4(1234)

2 , (1.468)

and using the BCJ relation (1.459), we can write

iM4(1, 2, 3, 4) = −is12 iA4(1, 2, 3, 4) iA4(1, 2, 4, 3) , (1.469)

i.e. the KLT relation (1.460).

That is, using the CK duality, we have found the relation between the four-graviton amplitude

M4 on the left-hand side and the colour-ordered gluon amplitude A4 on the right-hand side. As we

said for the KLT relation (1.460), eq. (1.469) does not depend on the helicities or on the dimension

of space-time.

The procedure of obtaining

M tree
n =

∑
i

n2
i

Di

, (1.470)

through the substitution ci → ni is called double copy. Thus, at least at tree level, we can say (in a

sense that we will make more precise later) that

Gravity ⊂ (Yang −Mills)2 . (1.471)

Just like the KLT relation (1.460), the double copy carries on at higher points. However, the KLT

relations work only at the tree level, while the CK duality and the double copy are also valid at loop

level.

Further, the double copy works also with different sets of Yang-Mills numerators, ni and ñi.

Suppose that the ni’s fulfil the CK duality, while the ñi’s do not manifestly. Since ni and ñi are valid

representations of the same Yang-Mills amplitude, we can write

ñi = ni +∆i , (1.472)

with the constraint (1.463), such that the amplitude stays invariant. Since the ni’s fulfil CK duality,

they can replace the colour factor in the constraint (1.463),

∑
i

ni∆i

Di

= 0 . (1.473)
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Then the relation

M tree
n =

∑
i

niñi

Di

, (1.474)

is equivalent to eq. (1.470).

In addition to combining two sets of numerators when only one fulfils manifestly the CK duality,

eq. (1.474) may be very convenient also to combine numerators which refer to different external

states, which through the double copy allows one to obtain states different from the graviton, and

finally to combine numerators from e.g. a supersymmetric version of Yang-Mills theory with the ones

of a not-necessarily supersymmetric version of it, allowing one to explore different supersymmetric

extensions of gravity.

This is an active field of research, and many theories have been shown to exhibit CK duality and

admit a double copy. For more details, we refer to the review on CK duality [12].

1.15 Scattering equations

We consider particles with complex momenta in aD-dimensional Minkowski space CM , and introduce

the configuration space ϕn of n scattering gluons,

ϕn = {(p1, . . . , pn) ∈ (CM)n/
n∑

i=1

pi = 0, p21 = . . . = p2n = 0} (1.475)

i.e. all the n-tuples p = (p1, . . . , pn) of on-shell light-like momenta constrained by momentum conser-

vation. The gluons are also characterised by an n-tuple ϵ = (ϵλ1
1 , . . . , ϵ

λn
n ) of polarisation vectors fixed

by the gluon helicities λI = ±1, with i = 1, . . . , n. Finally, a colour-ordered n-gluon tree amplitude

in D dimensions is fixed by a specific permutation σ = (σ1, . . . , σn) ∈ Sn/Zn of the gluons, up to a

cyclic order, so we can label it as

An(p, ϵ, σ) = An(p
λσ1
σ1
, . . . , pλσn

σn
) . (1.476)

We consider Ĉ = C ∪ {∞} ≃ CP1, i.e. the complex space plus the point at infinity, which

can be modelled by the Riemann sphere, which is equivalent to the complex projective line CP1, i.e.

the projective space of lines in C2. Since we will need it also later, we explain very basic notions of

projective geometry in App. B.

We consider then the n-tuples (z1, . . . , zn) ∈ Ĉn. Given the functions,

fi(z, p) =
∑
j ̸=i

2pi · pj
zi − zj

, (1.477)

the scattering equations are [34, 35]

fi(z, p) = 0 i = 1, . . . , n , (1.478)
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i.e. for a given (p1, . . . , pn) in ϕn, a solution is an n-tuple (z1, . . . , zn) such that eqs. (1.478) are

fulfilled.

Let us introduce the projective special linear group PSL(2,C) = SL(2,C)/Z2, where Z2 = {1,−1},
with elements

g =

Ñ
a b

c d

é
, det(g) = 1 . (1.479)

They are the Möbius transformations,

g(z) =
az + b

cz + d
, with z ∈ Ĉ . (1.480)

If (z1, . . . , zn) is a solution of the scattering equations, so is (g(z1), . . . , g(zn)) (see app. H.44), thus

the scattering equations are invariant under PSL(2,C) maps.

We are only interested in the different equivalence classes [z1 : . . . : zn] of the PSL(2,C)-invariant

solutions. We define then the moduli space M0,n of genus zero curves with n punctures,

M0,n = {(z1, . . . , zn) ∈ (CP 1)n/ zi ̸= zj}/ PSL(2,C) . (1.481)

Any inequivalent solution of the scattering equations corresponds to a point inM0,n. Since PSL(2,C),

can fix three points at 0, 1 and ∞, M0,n has dimension (n− 3).

Through the Möbius invariance of the scattering equations, one can see that there are only (n−3)

independent equations. Let us consider the PSL(2,C)-invariant function,

U(z, p) =
∏
j<k

(zj − zk)
2pj ·pk , (1.482)

with

U−1 ∂

∂zi
U = fi(z, p) , (1.483)

(see app. H.45). Since an infinitesimal Möbius transformation can be written as δz = ϵ0+ ϵ1z+ ϵ2z
2,

with infinitesimal parameters ϵ0, ϵ1, ϵ2 (see app. H.46), then

0 = δU =
n∑

i=1

∂U

∂zi
δzi

= U
n∑

i=1

(ϵ0 + ϵ1zi + ϵ2z
2
i )fi(z, p) , (1.484)

since this must hold for every ϵ0, ϵ1, ϵ2, it implies that

n∑
i=1

zmi fi(z, p) = 0, m = 0, 1, 2, (1.485)

so there are three linear relations (explicitly checked in the Tutorials) among the n functions fi(z, p),
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and thus (n− 3) independent equations.

1.15.1 The polynomial form

The scattering equations can also be put in polynomial form [36]. Let us consider the function,

gm(z, p) =
n∑

i=1

zmi fi(z, p) , (1.486)

which vanishes for m = 0, 1, 2. from eq. (1.485). Making gm explicit, and using the antisymmetry of

the denominator,

gm(z, p) =
1

2

∑
i

∑
j ̸=i

(zmi − zmj )
2pi · pj
zi − zj

. (1.487)

Then we write the power difference as

zmi − zmj = (zi − zj)
m−1∑
k=0

zki z
m−1−k
j , (1.488)

so that

gm(z, p) =
1

2

∑
i

∑
j ̸=i

2pi · pj
m−1∑
k=0

zki z
m−1−k
j . (1.489)

The n× n matrix Zmi = zi
m, with 0 ≤ m ≤ n− 1, 1 ≤ i ≤ n is non-singular since

detZ =
∏

1≤i<j≤n

(zj − zi) , (1.490)

is the Vandermonde determinant. So the (n−3) equations gm(z, p) with 3 ≤ m ≤ n−1 are equivalent

to the (n− 3) independent equations fi(z, p).

However, a more convenient form of the equations gm(z, p) is obtained by considering the set

A = {1, 2, . . . , n} and any subset S ⊆ A, with

pS =
∑
i∈S

pi , zS =
∏
i∈S

zi . (1.491)

Then for 1 ≤ m ≤ n we define the polynomials

hm(z, p) =
∑

s⊂A,|s|=m

p2S zS , (1.492)

where |s| = m is the number of elements in S and the sum runs over the

Ñ
n

m

é
=

n!

m! (n−m)!
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subsets S of A. For m = 1, we have n subsets of one element,

S = {i}, i = 1, . . . , n ,

h1(z, p) =
n∑

i=1
�
�7
0

p2i zi = 0 (1.493)

where we used on-shellness. For m = n− 1, we have n subsets of (n− 1) elements,

S = {1, . . . , i− 1, i+ 1, . . . , n}, i = 1, . . . , n , pS =
n∑

j ̸=i

pj = −pi, zS =
∏
j ̸=i

zj ,

hn−1(z, p) =
n∑

i=1
�
�7
0

p2i z1 · · · zi−1zi+1 · · · zn = 0 , (1.494)

where we used momentum conservation and on-shellness. For m = n, we have one subsets of n

elements,

S = A, pS =
n∑

i=1

pi, zS =
n∏

i=1

zi , (1.495)

hn(z, p) =
�
�
�
��>

0Ä n∑
i=1

pi
ä2 n∏

j=1

zj , (1.496)

where we used momentum conservation.

The non-vanishing polynomials hm(z, p), with 2 ≤ m ≤ n − 2, are homogeneous polynomials of

degree m in the variables z1, . . . , zn. E.g. for m = 2, we have

Ñ
n

2

é
subsets of two elements. Then

S = {i, j} , 1 ≤ i, j ≤ n , i ̸= j , pS = pi + pj, zS = zizj ,

h2(z, p) =
∑
i ̸=j

(pi + pj)
2 zi zj =

∑
ij

sijzizj , (1.497)

The scattering equations fi(z, p) are equivalent to hm(z, p) = 0, with 2 ≤ m ≤ n− 2.

One can rescale the polynomials as h̃m−1 = limz1→∞
hm

z1
and write h̃m(z, p) = 0, with 1 ≤ m ≤ n−3.

Bezout’s theorem states that the number of common solutions of a set of polynomials (is bounded,

and almost always) equals the product of the degrees of the polynomials.

n−3∏
m=1

deg h̃m = (n− 3)! , (1.498)

so we expect to have (n− 3)! inequivalent solutions of the scattering equations.
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1.15.2 CHY amplitudes

Let us introduce the primed product,

′∏ 1

fa(z, p)
= (−1)i+j+k(zi − zj)(zj − zk)(zk − zi)

∏
a̸=i,j,k

1

fa(z, p)
, (1.499)

which is independent of the choice of i, j, k, and takes into account that only (n−3) of the n scattering

equations are linearly independent. Then, we introduce the PSL(2,C) invariant measure,

dVolPSL(2,C) = (−1)p+q+r dzp dzq dzr
(zp − zq)(zq − zr)(zr − zp)

, (1.500)

which ensures that each equivalence class of solutions is counted only once.

We introduce the short-hand zij = zi − zj. We have the overall measure,

dΩ =
1

(2πi)n−3

′∏ 1

fa(z, p)

dnz

dVolPSL(2,C)

=
(−1)i+j+k+p+q+r

(2πi)n−3
zij zjk zki zpq zqr zrp

∏
b̸=p,q,r

dzb∏
a̸=i,j,k

fa(z, p)
. (1.501)

Under PSL(2,C) transformations (1.480), z
′
= g(z),

z
′

i − z
′

j =
zi − zj

(czi + d)(czj + d)
(see app. H.44) , (1.502)

dz
′

i =
dzi

(czi + d)2
, (1.503)

so as expected the measure (1.500) is invariant under PSL(2,C) transformations, while the measure

dnz and the primed product (1.499) transform as

dnz
′
=
Ä n∏
i=1

1

(czi + d)2
ä
dnz , (1.504)

′∏ 1

fa(z
′ , p)

=
Ä n∏
i=1

1

(czi + d)2
ä ′∏ 1

fa(z, p)
. (1.505)

Consider the 2n× 2n antisymmetric matrix,

Ψ =

Ñ
A −CT

C B

é
(1.506)

with

Aab =


2pa · pb
za − zb

, a ̸= b ,

0, a = b .

Bab =


2ϵa · ϵb
za − zb

, a ̸= b ,

0, a = b .
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Cab =


2ϵa · pb
za − zb

, a ̸= b ,

−
n∑

j=1,j ̸=a

2ϵa · pj
za − zj

a = b .
(1.507)

where ϵa ≡ ϵ(pa) are the polarisation vectors. The Pfaffian of Ψ vanishes (see app. H.47). However,

the (2n−2)× (2n−2) matrix Ψij
ij obtained by deleting rows and columns i and j has a non-vanishing

Pfaffian, and we fix the polarisation factor,

E(p, ϵ, z) =
(−1)i+j

2n/2(zi − zj)
Pf(Ψij

ij) , (1.508)

where the normalisation is chosen in agreement with the one of the colour matrices, Tr(T aT b) = δab.

Upon using the scattering equations (1.478), E(p, ϵ, z) does not depend on the choice of i and j.

Then, we introduce a cyclic factor,

C(σ, z) =
1

(zσ1 − zσ2)(zσ2 − zσ3) . . . (zσn − zσ1)
, (1.509)

where σ = (σ1, . . . , σn) is a permutation of the n labels. Under a PSL(2,C) transformation, g(z) = z
′
,

E(p, ϵ, z
′
) =

n∏
i=1

(czi + d)2 E(p, ϵ, z) , (1.510)

C(σ, z
′
) =

n∏
i=1

(czi + d)2 C(σ, z) . (1.511)

Considering an integration contour ℓ that wraps around all the inequivalent zeros of the scattering

equations (1.478), the colour-stripped n-gluon tree amplitude in D dimensions is given by the contour

integral,

i An(p, ϵ, σ) = i
∮
C
dΩ C(σ, z) E(p, ϵ, z) . (1.512)

The n-graviton tree amplitude in D dimensions is obtained by replacing the cyclic factor with the

polarisation factor,

i Mn(p, ϵ) = i
∮
C
dΩ E(p, ϵ, z)2 . (1.513)

Since the Pf(Ψ)2 = det(Ψ),

E(p, ϵ, z)2 =
det(Ψij

ij)

2n (zi − zj)2
. (1.514)

Using eqs. (1.504), (1.505), (1.510) and (1.511), we see that eqs. (1.512) and (1.513) are PSL(2,C)

invariant.

95



Introducing the n× n matrix Φ, with

ϕab =
∂fa
∂zb

=


2pa · pb

(za − zb)2
, a ̸= b ,

−
n∑

j=1,j ̸=a

2pa · pj
(za − zj)2

a = b ,
(1.515)

and the (n− 3)× (n− 3) matrix Φijk
pqr, obtained by deleting rows i, j, k and columns p, q, r, we define

det
′
Φ = (−1)i+j+k+p+q+r

∣∣∣Φijk
pqr

∣∣∣
zij zjk zki zpq zqr zrp

. (1.516)

Note the analogy with the (n− 3)× (n− 3) minor in Hodges’s construction of the n-graviton MHV

amplitude (1.449).

Then using the Jacobian,

J(z, p) =
1

det
′
Φ
, (1.517)

we can re-write the contour integrals as sums over the inequivalent solutions z
(j)
i , with i = 1, . . . , n,

and j = 1, . . . , (n− 3)!, of the scattering equations (1.478),

i An(p, ϵ, σ) = i
(n−3)!∑
j=1

J(z(j), p) C(σ, z(j)) E(p, ϵ, z(j)) , (1.518)

i Mn(p, ϵ) = i
(n−3)!∑
j=1

J(z(j), p) E(p, ϵ, z(j))2 . (1.519)

Under a PSL(2,C) transformation, g(z) = z
′
,

J(z
′
, p) =

Ä n∏
i=1

1

(czi + d)4

ä
J(z, p) , (1.520)

thus, using eqs. (1.504), (1.505) and (1.520), each term in eqs. (1.518) and (1.519) is PSL(2,C)

invariant.

As already discussed when squaring Yang-Mills, in composing two spin-1 polarisation vectors

besides considering the spin-2 polarisations, ϵµν± (p) = ϵµ±(p)ϵ
ν
±(p), we could also obtain spin-0 states.

They are the dilaton and the antisymmetric tensor field (often called B field in analogy with electro-

magnetism),

ϵµνdil(p) =
1√
2
[ϵµ+(p)ϵ

ν
−(p) + ϵµ−(p)ϵ

ν
+(p)] , (1.521)

ϵµνB (p) =
1√
2
[ϵµ+(p)ϵ

ν
−(p)− ϵµ−(p)ϵ

ν
+(p)] . (1.522)

In eq. (1.519), we can have also the dilaton and the B-field as external states after replacing the
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cyclic factor with a polarisation factor with ϵ̃ ̸= ϵ,

i Mn(p, ϵ) = i
(n−3)!∑
j=1

J(z(j), p) E(p, ϵ, z(j)) E(p, ϵ̃, z(j)) . (1.523)

However, note that in amplitudes with only gravitons as external states, dilatons and B-fields can

only appear in loops (just like supersymmetric partners do), so at tree level an n-graviton amplitude

cannot tell if it comes from pure Einstein gravity or from gravity coupled to dilatons and B-fields.

The doubling procedure is reminiscent of the double copy and the CK duality we have examined

in sec. 1.14.5. Further, the number (n − 3)! of inequivalent solutions of the scattering equations,

reminds us of the number of independent colour-stripped amplitudes in an n-gluon amplitude, after

using the BCJ relations in sec. 1.7.4. In fact, it is possible to show [37] that the scattering equations

fulfil CK duality.

The doubling procedure works also in the reverse direction, i.e. by replacing the polarisation

factor with a cyclic factor,

i An(p, σ, σ̃) = i
(n−3)!∑
j=1

J(z(j), p) C(σ, z(j)) C(σ̃, z(j)) . (1.524)

The amplitudes An(p, σ, σ̃) are the double-ordered colour-stripped amplitudes of a bi-adjoint scalar

theory with cubic vertices. Its Lagrangian is

L =
1

2
(∂µϕ

ab)(∂µϕab)− λ

3!
fa1a2a3 f b1b2b3ϕa1b1ϕa2b2ϕa3b3 , (1.525)

with a = 1, . . . , dim(G). Its amplitudes andmit a double colour decomposition in terms of An(p, σ, σ̃),

M(p) = λn−2
∑

σ∈Sn/Zn

∑
σ̃∈Sn/Zn

tr(T aσ1 · · ·T aσn ) tr(T bσ̃1 · · ·T bσ̃n ) An(p, σ, σ̃) . (1.526)

1.15.3 Three- and four-gluon amplitudes

Let us consider the n-gluon scattering equation for n = 3. Then there is only 0!= 1 inequivalent

solution. There are only 3 variables, which can all be fixed by Möbius invariance,

z
(1)
1 = 0, z

(1)
2 = 1, z

(1)
3 = ∞ . (1.527)

The minor
∣∣∣ϕijk

pqr

∣∣∣ = 1 and the Jacobian (1.517) is

J(z, p) = (z1 − z2)
2 (z2 − z3)

2 (z3 − z1)
2 . (1.528)
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The cyclic factor (1.509) is

C(σ, z) =
1

(z1 − z2) (z2 − z3) (z3 − z1)
. (1.529)

The polarisation factor (1.508) is (see app. H.47)

E(p, ϵ, z) =
√
2
ϵ1 · ϵ2 ϵ3 · p1 + ϵ2 · ϵ3 ϵ1 · p2 + ϵ3 · ϵ1 ϵ2 · p3

(z1 − z2) (z2 − z3) (z3 − z1)
. (1.530)

So,

iAtree
3 (p, ϵ, σ) = iJ(z(1), p) C(σ, z(1)) E(p, ϵ, z(1))

=
√
2i (ϵ1 · ϵ2 ϵ3 · p1 + ϵ2 · ϵ3 ϵ1 · p2 + ϵ3 · ϵ1 ϵ2 · p3) , (1.531)

which yields the usual 3-gluon vertex.

For n = 4, the scattering equations are

s

z1 − z2
+

u

z1 − z3
+

t

z1 − z4
= 0 ,

s

z2 − z1
+

t

z2 − z3
+

u

z2 − z4
= 0 ,

u

z3 − z1
+

t

z3 − z2
+

s

z3 − z4
= 0 ,

t

z4 − z1
+

u

z4 − z2
+

s

z4 − z3
= 0 , (1.532)

out of which we obtain the cross ratios,

(z1 − z2)(z3 − z4)

(z1 − z3)(z2 − z4)
= − s

u
,

(z1 − z2)(z3 − z4)

(z1 − z4)(z3 − z2)
= −s

t
,

(z1 − z3)(z2 − z4)

(z1 − z4)(z2 − z3)
= −u

t
. (1.533)

There is one equivalent solution, which can be taken to be

z
(1)
1 = −s

t
, z

(1)
2 = 0 , z

(1)
3 = 1 , z

(1)
4 = ∞ . (1.534)

The polynomial form of the scattering equation (1.497),

0 = h2(z, p) = (z1z2 + z3z4) s+ (z2z3 + z1z4) t+ (z1z3 + z2z4) u , (1.535)

and momentum conservation, s + t + u = 0, help to relate several equivalent forms of J(z, p) and

E(p, ϵ, z).
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1.15.4 Global residue

In general, finding the solutions of the scattering equations (1.478) may be very difficult. How-

ever, there is a way of computing eqs. (1.512) and (1.513) without knowing the explicit solutions of

eq. (1.478). In this section, we will follow ref. [38]. Let us re-write eq. (1.512) as

i An(p, ϵ, σ) = i
(−1)i+j+k

(2πi)n−3

∮
ℓ

dnz

dVol

zij zjk zki∏
a̸=i,j,k

fa(z, p)
C(σ, z) E(p, ϵ, z) . (1.536)

As we have seen, we can go from fa(z, p) to the polynomial form hm(z, p) through the Vandermonde

determinant (1.490),

i An(p, ϵ, σ) = i
(−1)n

(2πi)n−3

∮
ℓ

dnz

dVol

∏
i<j

(zi − zj)

n−2∏
m=2

hm(z, p)

C(σ, z) E(p, ϵ, z) . (1.537)

We can use PSL(2,C) invariance and fix three variables,

z1 = 0, zn−1 = 1, zn = ∞ . (1.538)

Then

dVol =
dz1 dzn−1 dzn

(z1 − zn−1)(zn−1 − zn)(zn − z1)
=
dz1 dzn−1 dzn

z2n
. (1.539)

Further, we can invert zn,

zn =
1

w
⇒ dzn = − 1

w2
dw = −z2n dw , (1.540)

so we can write the contour integral as

i An(p, ϵ, σ) = i
1

(2πi)n−3

∮
C

R(p, ϵ, z, σ) dz2 ∧ . . . ∧ dzn−2

h
′
2(z, p) · · ·h

′
n−2(z, p)

, (1.541)

with

h
′

m(z, p) =
dhm(z, p)

dzn

∣∣∣∣∣
zn=0

, (1.542)

and

R(p, ϵ, z, σ) = − z4n
∏
i<j

(zi − zj) C(σ, z) E(p, ϵ, z)

∣∣∣∣∣∣ z1=0
zn−1=0
zn=∞

. (1.543)

Since the polynomials hm(z, p) are linear in each variable za, h
′
m(z, p) yields the coefficient of zn in

hm(z, p). The local residue at a solution z(j) is defined as

Res(An)|z(j)=
1

(2πi)n−3

∮
ΓS

R(p, ϵ, z, σ) dz2 ∧ . . . ∧ dzn−2

h
′
2(z, p) · · ·h

′
n−2(z, p)

, (1.544)
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where the ΓS is a small (n− 3) torus in the variables z2, . . . , zn−2 around z(j), with orientation,

d arg(h2) ∧ d arg(h3) ∧ . . . ∧ d arg(hn−2) ≥ 0 . (1.545)

Then, we can define the global residue as

GRes(An) =
(n−3)!∑
j=1

Res(An)|z(j) . (1.546)

The ratio
R(p, ϵ, z, σ)

h
′
2(z, p) · · ·h

′
n−2(z, p)

is defined in a finite-dimensional vector space. Let us suppose that a

basis in this vector space is {ei}, and let us consider two polynomials P1 and P2 in the vector space.

In algebraic geometry, the global residue of the product of two polynomials defines a symmetric

inner product GRes(P1 · P2) = ⟨P1, P2⟩. Since the product is non-degenerate, there must be a dual

basis ∆i, such that ⟨ei,∆j⟩ = δij. In order to compute the global residue of one polynomial P , one

can decompose the polynomial on the {ei} basis, P =
∑

i aiei, and decompose the identity on the

dual basis, 1 =
∑
i

bi ∆i. Then

GRes(P ) = GRes(P · 1) =
∑
i

ai bi . (1.547)

This allows one to compute the global residue of a polynomial without knowing the solutions to the

scattering equations. Now, R(p, ϵ, z, σ) is a rational function, but it can be put in polynomial form.

The procedure sketched above was introduced in ref. [39], and is reviewed in ref. [38].

1.16 Amplitudes for all masses and spins

In this section, we want to consider general properties of amplitudes with particles of arbitrary mass

and spin. In doing that, we will realise that the little group is even more important than what we

could surmise from its scaling.

As we said in sec. 1.2.3, since

/p = pµγ
µ =

Ñ
0 pµσ

µ

pµσ
µ 0

é
=

Ñ
0 λ̃ȧ(p)λa(p)

λa(p)λ̃ȧ(p) 0

é
(1.548)

the little group U(1) transformation,

λa → eiϕ/2λa λ̃ȧ → e−iϕ/2λ̃ȧ . (1.549)

leaves /p invariant. For complex momenta, λa → tλa with t a complex number, and we can take the

little group as GL(1).
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Taking as a reference momentum,

kµ = (E, 0, 0, E) = (2E, 0; 0, 0) , (1.550)

where the right-most expression is in light-cone coordinates, eq. (1.65) implies that

λa(k) =
√
2E

Ñ
1

0

é
, λ̃ȧ(k) =

√
2E

Ñ
1

0

é
, (1.551)

kaȧ = 2E

Ñ
1 0

0 0

é
, (1.552)

then rotations about the z axis are

Λb
a =

Ñ
eiϕ/2 0

0 e−iϕ/2

é
, Λ̃ḃ

ȧ =

Ñ
e−iϕ/2 0

0 eiϕ/2

é
, (1.553)

and we get eq. (1.549).

Note that using Euler angles θ, ϕ

pµ = (E,E sin(θ) cos(ϕ), E sin(θ) sin(ϕ), E cos(θ)) ,

p+ = p0 + pz = E(1 + cos(θ)) = 2E cos2(θ/2) ,

p⊥ = px + ipy = E sin(θ)(cos(ϕ) + i sin(ϕ)) = 2E sin(θ/2) cos(θ/2)eiϕ , (1.554)

so
p⊥√
p+

=
√
2E sin(θ/2)eiϕ , (1.555)

the spinors (1.65) and (1.71) can be taken as

ξ+(p) = λa(p) =
1√
p+

Ñ
p+

p⊥

é
=

√
2E

Ñ
c

s

é
, (1.556)

ξ†+(p) = λ̃ȧ(p) =
1√
p+

Ñ
p+

p∗⊥

é
=

√
2E

Ñ
c

s∗

é
, (1.557)

ξ−(p) = λ̃ȧ(p) =
1√
p+

Ñ
−p∗⊥
p+

é
=

√
2E

Ñ
−s∗

c

é
, (1.558)

ξ+−(p) = λa(p) =
1√
p+

Ñ
−p⊥
p+

é
=

√
2E

Ñ
−s
c

é
. (1.559)

with c = cos(θ/2), s = sin(θ/2)eiϕ. As we saw in sec. 1.2.3,

paȧ = λa(p)λ̃ȧ(p) = 2E

Ñ
c2 cs∗

cs ss∗

é
, (1.560)
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has rank 1, since det(λa(p)λ̃ȧ(p)) = 0.

In sec. 1.2.3, we also saw that for massive particles, paȧ has rank 2, and we can write it as the

sum of two rank 1 matrices,

paȧ = λa
1(p)λ̃ȧ1(p) + λa

2(p)λ̃ȧ2(p) , (1.561)

where I = 1, 2 in λa
I(p) labels the spin 1/2 representation of the little group SU(2). However,

the λa
I(p) are not uniquely associated to a given momentum, since we may perform the SU(2)

transformation,

λa
I → W I

Jλa
J λ̃ȧ

I → (W−1)IJ λ̃ȧ
J . (1.562)

For massive particles of spin S > 1/2, we may label states of spin S as symmetric tensors of rank

2S (see app. H.40 and ref. [33]). Then amplitudes for spin-S massive particles are Lorentz-invariant

functions of symmetric rank-2S tensors.

We raise and lower indices with the SU(2) antisymmetric tensor (1.73), with ϵabϵbc = δac. Now,

paȧ = λa
I(p)λ̃ȧI(p) = ϵIJλa

I(p)λ̃ȧ
J(p) , (1.563)

and since ϵαβAαγAβδ = det(A)ϵγδ, we can formally relate λ̃ȧI(p) to λa
I ,

paȧλ̃
ȧI = ϵKJλa

K λ̃ȧ
J λ̃ȧI = ϵKJλa

K λ̃Jȧϵ
ȧḃλ̃ḃ

I = ϵKJλa
KϵJIdet(λ̃) = det(λ̃) · λaI ,

paȧλ̃
aI = ϵKJλa

K λ̃ȧ
JλaI = ϵKJλa

K λ̃Jȧϵ
abλb

I = ϵKJ λ̃ȧ
Jdet(λ)ϵKI = −det(λ) · λ̃ȧI . (1.564)

Further,

paȧp
aȧ = ϵKJλa

K λ̃ȧ
JλaI λ̃ȧLϵIL

= ϵKJλa
K λ̃ȧ

Jϵabλb
Iϵȧḃλ̃ḃ

LϵIL ,

= ϵKJdet(λ)ϵ
KIdet(λ̃)ϵJLϵIL

= det(λ)det(λ̃)δK
LδKL

= 2det(λ)det(λ̃) . (1.565)

As a reference momentum, we take kµ = (m, 0, 0, 0), then we can perform a boost to the momentum,

pµ = (E, |p̄|sin(θ) cos(ϕ), |p̄|sin(θ) sin(ϕ), |p̄|cos(θ)) , (1.566)

with p2 = E2 − |p̄|2= m2 (see app. H.40 and ref. [33]).
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We can expand λa
I in a basis of two-dimensional spinors

Ñ
1

0

é
and

Ñ
0

1

é
in the little-group space,

λa
I(p) =

Ñ√
E + p c −

√
E − p s∗

√
E + p s

√
E − p c

é
= λa(p)⊗

Ñ
1

0

é
+ ηa(p)⊗

Ñ
0

1

é
, (1.567)

with

λa(p) =
»
E + p

Ñ
c

s

é
, ηa(p) =

»
E − p

Ñ
−s∗

c

é
. (1.568)

Likewise,

λ̃ȧ
I(p) =

Ñ √
E − p s

√
E + p c

−
√
E − p c

√
E + p s∗

é
= λ̃ȧ(p)⊗

Ñ
0

1

é
− η̃ȧ(p)⊗

Ñ
1

0

é
, (1.569)

with

λ̃ȧ(p) =
»
E + p

Ñ
c

s∗

é
, η̃ȧ(p) =

»
E − p

Ñ
−s
c

é
. (1.570)

Lowering the little-group index,

λ̃ȧI(p) = ϵIJ λ̃ȧ
J(p)

= λ̃ȧ(p)⊗

Ñ
0 1

−1 0

éÑ
0

1

é
− η̃ȧ(p)⊗

Ñ
0 1

−1 0

éÑ
1

0

é
= λ̃ȧ(p)⊗

Ñ
1

0

é
+ η̃ȧ(p)⊗

Ñ
0

1

é
, (1.571)

so that using eqs. (1.567) and (1.571), we obtain a representation of eq. (1.563),

paȧ = λa
I(p)λ̃ȧI(p)

= λa(p)λ̃ȧ(p) + ηa(p)η̃ȧ(p) , (1.572)

as the explicit sum of two rank 1 matrices.

Note that

det(λ) = det(λ̃) =
»
E2 − p2 (c2 + ss∗) = m, (1.573)

so that eqs. (1.564) and (1.565) imply that paȧλ̃
ȧI = mλa

I , paȧλ
aI = −mλ̃ȧI and paȧp

aȧ = 2m2.
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Furthermore,

⟨λ(p)η(p)⟩ = −λaϵabηb = −
»
E + p

»
E − p (c s)

Ñ
0 −1

1 0

éÑ
−s∗

c

é
= m, (1.574)

[λ̃(p)η̃(p)] = λ̃ȧϵ
ȧḃη̃ḃ =

»
E + p

»
E − p (c s∗)

Ñ
0 −1

1 0

éÑ
−s
c

é
= −m, (1.575)

i.e. ⟨λη⟩ = [η̃λ̃] = m, which vanishes in the massless limit, as expected.

Note that in the high-energy limit,

E + p→ 2E,
»
E − p =

m√
E + p

→ m√
2E

, (1.576)

λa
I(p) → λa(p) +O

(
m/

√
E
)
, (1.577)

λ̃ȧI(p) → λ̃ȧ(p) +O
(
m/

√
E
)
, (1.578)

i.e. they are reduced to the usual λa and λ̃ȧ spinors (1.556) and (1.557) of the massless case.
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Chapter 2

Loop Amplitudes

2.1 Unitarity

2.1.1 The optical theorem

The S matrix is defined as

S = 1 + i T , (2.1)

where T represents its non-trivial part,

⟨f |T |i⟩ = (2π)4 δ4(pf − pi) M(i→ f) , (2.2)

where pi(pf ) are the momenta of the initial (final) states.

Unitarity implies that

1 = S† S = (1 − i T †)(1 + i T ) = 1 + i (T − T †) + T † T , (2.3)

thus,

−i (T − T †) = T † T . (2.4)

Using the completeness of the Hilbert space over one-particle and multi-particle states,

∑
n

∫
dΠn ⟨Xn|Xn⟩ = 1 , (2.5)

where dΠn is a short-hand for

dΠn ≡
n∏

j=1

dp3j
(2π)3 (2Ej)

, (2.6)

in the unitarity relation (2.4), we obtain the optical theorem,

M(i→ f)−M∗(f → i) = i
∑
n

∫
dPSn M(i→ Xn)M

∗(f → Xn) , (2.7)
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where the n-body phase space is

dPSn = dΠn (2π)4 δ4(pi − pxn) , with pxn =
n∑

j=1

pj . (2.8)

In particular, if |i⟩ = |f⟩ = |A⟩ from the unitarity relation (2.4), written as

2 Im(T ) = T † T , (2.9)

we obtain

2 Im
Ä
M(A→ A)

ä
=
∑
n

∫
dPSn |M(A→ Xn)|2 . (2.10)

The optical theorem relates amplitudes on the left-hand side to squares of amplitudes on the right-

hand side. In its most general (2.7) or specific |i⟩ = |f⟩ (2.10) sense, it is a non-perturbative

statement. As such, it must hold order by order in perturbation theory. When used in a perturbative

expansion of the amplitude in the coupling, it relates higher-order terms on the left-hand side to

lower-order terms on the right-hand side.

Let us take e.g. 4−, 5− and 6− gluon amplitudes as expansions in the strong coupling constant

g,

M4 = g2M
(0)
4 + g4M

(1)
4 + g6M

(2)
4 + . . . , (2.11)

M5 = g3M
(0)
5 + g5M

(1)
5 + g7M

(2)
5 + . . . , (2.12)

M5 = g4M
(0)
6 + g6M

(1)
6 + g8M

(2)
6 + . . . . (2.13)

We expand out the amplitudes in the optical theorem (2.10), and we write down the coefficients at

order g2, g4, g6 and g8,

2 Im
(
M

(0)
4

)
= 0 , (2.14)

2 Im
Ä
M

(1)
4

ä
=

∫
dPS2 M

(0)†
4 M

(0)
4 , (2.15)

2 Im
Ä
M

(2)
4

ä
=

∫
dPS2

Ä
M

(1)†
4 M

(0)
4 +M

(0)†
4 M

(1)
4

ä
+
∫
dPS3 M

(0)†
5 M

(0)
5 , (2.16)

2 Im
Ä
M

(3)
4

ä
=

∫
dPS2

Ä
M

(2)†
4 M

(0)
4 +M

(0)†
4 M

(2)
4 +M

(1)†
4 M

(1)
4

ä
+

∫
dPS3

Ä
M

(1)†
5 M

(0)
5 +M

(0)†
5 M

(1)
5

ä
+
∫
dPS4 M

(0)†
6 M

(0)
6 . (2.17)

Eq. (2.14) states that tree amplitudes are real (taken as functions of real momenta). Eq. (2.15) states

that the imaginary part of the one-loop amplitude is related to the product of tree amplitudes, whose

intermediate state X2 is a two-particle cut. Diagramatically,
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Figure 2.1: Relation of the imaginary part of the one-loop amplitude to the product of tree ampli-
tudes.

In eq. (2.16), also the three-particle cut appears. In eq. (2.17), the four-particle cut appears and

so on.

Considering now Feynman diagrams, the imaginary part of a Feynman propagator can be written

as

Im
Ä 1

p2 −m2 + iϵ

ä
=

1

2i

Ä 1

p2 −m2 + iϵ
− 1

p2 −m2 − iϵ

ä
. (2.18)

If we write the propagator through the principal value P ,

1

p2 −m2 ± iϵ
= P

Ä 1

p2 −m2

ä
∓ iπδ(p2 −m2) , (2.19)

then we get

Im
Ä 1

p2 −m2 + iϵ

ä
= −πδ(p2 −m2) , (2.20)

i.e. the propagator is real, except where it vanishes, that is when a particle goes on-shell. Thus, an

amplitude is real, unless some propagators vanish. So, the imaginary part of loop amplitudes must

come from intermediate states going on-shell. This is in agreement with what we found from the

optical theorem.

In sec. 1.12.4, we have mentioned that in a unitary theory, poles of Green’s functions, and so

of amplitudes, correspond to the exchange of on-shell intermediate states. This means that single-

particle states and bound states (like e.g. positronium in the amplitude of e+ e− scattering) appear

as isolated poles.

Let us consider now the amplitude as a complex function of its momenta, in particular let us

examine its behaviour as a function of the Mandelstam invariant s12 = (p1 + p2)
2 for two particles of

masses m1 and m2.

Figure 2.2: s12 complex plane, with branch point at s0.

s0 = (m1 +m2)
2 is the threshold for the creation of the two particles. For s12 < s0, intermediate

states cannot go on-shell, so the amplitude is real, and we can write

M(s12) = (M(s∗12))
∗ . (2.21)
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Then we can continue M to the whole complex s12 plane. For s12 > s0, eq. (2.21) implies that

Re
Ä
M(s12 + iϵ)

ä
= Re

Ä
M(s12 − iϵ)

ä
,

Im
Ä
M(s12 + iϵ)

ä
= −Im

Ä
M(s12 − iϵ)

ä
, (2.22)

So there is a branch cut starting at s12 and we can define the discontinuity across the cut as

Disc
Ä
M(s12)

ä
= 2i Im

Ä
M(s12 + iϵ)

ä
. (2.23)

A consequence for massless particles is that branch points are located at vanishing values of the

Mandelstam invariants. Eqs. (2.14)-(2.17) can be re-read as

Disc
Ä
M

(0)
4

ä
= 0 , (2.24)

Disc
Ä
M

(1)
4

ä
= i

∫
dPS2 M

(0)†
4 M

(0)
4 and so on . (2.25)

Eq. (2.24) states that tree amplitudes have no branch cuts.

2.1.2 Feynman tree theorem

A final comment about propagators: a particle goes on-shell when p2 = (p0)
2 − |p⃗|2 = m2, i.e. when

p0 = ±Ep, with Ep =
»
|p|2 +m2. Writing,

p2 −m2 + iϵ = (p0)2 − E2
p + iϵ = (p0 − Ep + iϵ) (p0 + Ep − iϵ) , (2.26)

we can write Feynman’s propagator as

DF =
i

p2 −m2 + iϵ
=

i

2Ep

Ä 1

p0 − Ep + iϵ
− 1

p0 + Ep − iϵ

ä
, (2.27)

corresponding to the poles

From QFT1, we know that a retarded propagator has poles below the real axis at p0 = ±Ep − iϵ,

DR =
i

2Ep

Ä 1

p0 − Ep + iϵ
− 1

p0 + Ep + iϵ

ä
. (2.28)

Conversely, an advanced propagator has poles above the real axis at p0 = ±Ep + iϵ,
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DA =
i

2Ep

Ä 1

p0 − Ep − iϵ
− 1

p0 + Ep − iϵ

ä
, (2.29)

So we can write Feynman’s propagator in terms of either an advanced or a retarded propagator, e.g.

DF = DA +
i

2Ep

Ä 1

p0 − Ep + iϵ
− 1

p0 − Ep − iϵ

ä
. (2.30)

Using
1

p0 − Ep ± iϵ
= P

Ä 1

p0 − Ep

ä
∓ iπδ(p0 − Ep) , (2.31)

we can write Feynman’s propagator as

DF = DA +
π

Ep

δ(p0 − Ep) . (2.32)

In a loop amplitude, one can replace Feynman’s propagators with eq. (2.32), and then realise that the

term proportional to DA’s only drops out of the integral (e.g. see the one-loop two-point function in

sec. 24.1 of ref. [5]). One can then replace back DA = DF −δ, such that all the terms of the integrand

are products of Feynman’s propagator and at least one δ function. That is, one has decomposed the

loop amplitude into tree amplitudes. Feynman tree theorem states that this procedure can always

be implemented.

2.2 One-loop amplitudes

One-loop n-point amplitudes admit trace based and multiperipheral colour decompositions that we

review shortly in the Appendix D. Using them, we limit ourselves to discuss colour-stripped ampli-

tudes A
[1]
n;1(1, . . . , n).

In D = 4− 2ϵ dimensions, a one-loop n-point amplitude can be reduced to scalar integrals with

four, three and two internal propagators (and also evantually five, for the 2ϵ dimensions),

Figure 2.3: Decomposition of a one-loop amplitude into scalar integrals.
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I4(K1, K2, K3, K4) =
∫

dDℓ

(2π)D
1

ℓ2(ℓ−K1)2(ℓ−K1 −K2)2(ℓ+K4)2
, (2.33)

I3(K1, K2, K3) =
∫

dDℓ

(2π)D
1

ℓ2(ℓ−K1)2(ℓ+K3)2
, (2.34)

I2(K) =
∫

dDℓ

(2π)D
1

ℓ2(ℓ−K)2
. (2.35)

where the Ki represent the sums over the partitions of the external momenta into four, three, or

two sets, one per vertex. The coefficients bi, ci, di do not depend on ϵ. Rn is a rational part, that

cannot be obtained from cuts in four dimensions, as we will discuss later. In the case of massless

propagators, tadpole integrals, i.e. with one propagator, vanish in dimensional regularisation, but

they occur if the propagator is massive.

Figure 2.4: Tadpole integral.

Because of the 2ϵ dimensions, also pentagon integrals, i.e. with five propagators, may appear.

The boxes, i.e. the scalar integrals with four internal propagators, can be further decomposed as

Figure 2.5: Box scalar integrals which may contribute to the one-loop amplitude.

If each Ki contains at least two particles, such that K2
i > 0, the box is termed a four-mass box,

since each vertex is characterised by a time-like K2
i , as for a massive particle. If one K contains

only one particle, such that K2 = 0, the box is termed a three-mass box. If there are two K’s with

only one particle, we have two-mass boxes (easy or hard according to the locations of the one-particle

K’s). If only one K contains at least two particles, we have a one-mass box.

So the one-loop n-point amplitude decomposition is

Figure 2.6: Decomposition of a one-loop amplitude into scalar integrals, including the explicit de-
composition of the box integrals.
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The computation of the one-loop n-point amplitudes is then reduced to the problem of the com-

putation of the coefficients bi, ci, di and the rational part of Rn.

2.3 The unitarity method

In deriving the optical theorem from unitarity as described above, we assumed that the intermediate

states are on shell, with real momenta and positive energies. As we saw, this implies that the

imaginary part, or the discontinuity, of an amplitude can be evaluated through two-particle cuts.

Let us consider the discontinuity in the channel s1...m = P 2
1,m, with Pi,j = pi + . . .+ pj. Through

the two-particle cut, we can write

Disc|s1...m(A
[1]
n;1) = i (2π)2

∫
dDℓ1
(2π)D

δ+(ℓ1) A
(0)
m+2(−ℓh1

1 , p1, . . . , pm, ℓ
h2
2 )

· δ+(−ℓ2) A(0)
n−m+2(−ℓ−h2

2 , pm+1, . . . , pn, ℓ
h1
1 ) , (2.36)

where ℓ2 = ℓ1 − P1,m, and δ
+(k) = δ(k2) θ(k0), which enforces that the intermediate states are on-

shell, with real momenta and positive energies. The loop momenta with the two δ-function, which

fix ℓ21 = ℓ22 = 0, yields the two-body phase space typical of two-particle production.

The idea of the unitary method is that the information from the unitarity cuts can be compared

with the cuts of the one-loop decomposition, in order to determine the coefficients bi, ci, di. Gener-

alised unitarity consists in relaxing the conditions on the intermediate states, which need not have

real momenta or positive energies. Then, up to four cuts and so four intermediate states are possible.

In four dimensions, no more than four cuts are possible because each cut entails a condition of the

form (ℓ−Ki)
2 = 0. So four cuts suffice to determine the four components of the loop momentum ℓµ.

2.3.1 The quadruple cut

Let us consider the quadruple cut. Triangles and bubbles do not contribute to it, since they do

not have four propagators to cut. Thus, quadruple cuts are useful to determine the coefficients

di. Further, each box is in a one-to-one correspondence with a specific quadruple cut, because

they are characterised by the same partition of the momenta into four sets K1, K2, K3, K4, with

K1 +K2 +K3 +K4 = 0. Let us partition the momenta as in the figure below,

111



The discontinuity through the quadruple cut is

DiscLS(A
[1]
n;1) = i (2π)4

∫
d4ℓ

(2π)4
δ+(ℓ21) δ

+(ℓ22) δ
+(ℓ23) δ

+(ℓ24) A
(0)
1 A

(0)
2 A

(0)
3 A

(0)
4 , (2.37)

where the four cut loop momenta are

ℓ1 ; ℓ2 = ℓ1 − P1,j ; ℓ3 = ℓ2 − Pj+1,m ; ℓ4 = ℓ3 − Pm+1,k = ℓ1 + Pk+1,n , (2.38)

with K1 = P1,j, K2 = Pj+1,m, K3 = Pm+1,k, K4 = Pk+1,n, each cut imposing a constraint,

ℓ21 = ℓ22 = ℓ23 = ℓ24 = 0 , (2.39)

with

A
(0)
1 = (−ℓ1, P1,j, ℓ2) A

(0)
2 = (−ℓ2, Pj+1,m, ℓ3) ,

A
(0)
3 = (−ℓ3, Pm+1,k, ℓ4) A

(0)
4 = (−ℓ4, Pk+1,n, ℓ1) .

(2.40)

If we take the differences,

ℓ21 − ℓ22 = ℓ22 − ℓ23 = ℓ23 − ℓ24 = 0 , (2.41)

three of the constraints become linear,

2 ℓ1 · P1,j = P 2
1,j ; 2 ℓ2 · Pj+1,m = P 2

j+1,m ; 2 ℓ3 · Pm+1,k = P 2
m+1,k . (2.42)

One can solve the four equations for the four components of ℓµ1 . The three linear equations have

a unique solution, ℓ21 = 0 provides at most two solutions. So one can expect at most two discrete

solutions, d4m± , for ℓµ1 . Then ℓµ2 , ℓ
µ
3 , ℓ

µ
4 are determined by eqs. (2.40). So the two solutions are given

by

d4m± = A
(0)
1 (ℓ±) A

(0)
2 (ℓ±) A

(0)
3 (ℓ±) A

(0)
4 (ℓ±) . (2.43)

The discontinuity through the quadruple cut is then given by

Disc±
Ä
A

[1]
n:1

ä
= d4m± I4m . (2.44)

Up to a Jacobian, which comes from converting the loop integral d4ℓ over the real part of C4 to an

integral over the four contours which encircle the propagator poles in the quadruple cut, but which

is immaterial because it cancels out on the two sides of the equation for Disc±
Ä
A

[1]
n:1

ä
, the solutions

d4m± define the leading singularities of A
[1]
n:1 (although, in spite of the name, the d4m± are not singular
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at all). The solution is then taken to be

d4m =
d4m+ + d4m−

2
, (2.45)

such that

DiscLS
Ä
A

[1]
n:1

ä
= d4m I4m . (2.46)

The solution for generic values of the P ’s, and thus for a generic four-mass box, is provided in ref. [40].

It is convenient to consider specific helicity configurations, and use the counting of (negative)

helicities as a selection rule on the mass boxes which may contribute. For example, let us consider

the quadruple cut of the four-mass box of a NMHV amplitude in fig. 2.7,

Figure 2.7: Quadruple cut of a four-mass box of a NMHV amplitude, where we have labelled in blue
the negative helicities.

We see that the tree amplitude in the lower left vertex has only one negative helicity, and vanishes.

The reason is that there are four tree amplitudes, all with more than three legs, so there must be

eight negative helicities, while the four-cut NMHV amplitude only has seven, four from the cuts

and three from the external legs. We can repeat the counting for a MHV amplitude with the same

conclusion.

Thus, for MHV and NMHV amplitudes, the four-mass box coefficients d4m vanish. They con-

tribute to amplitudes which have at least four negative helicities, thus at NNMHV level and beyond.

Likewise, for MHV amplitudes three-mass box coefficients d3m vanish, because there must be at

least seven negative helicities (the tree three-point amplitude only needs one), but there can be only

six, four from the cuts and two from the external states, as in fig. 2.8.

Figure 2.8: Quadruple cut of a three-mass box of a MHV amplitude.

Two-mass boxes contribute to MHV amplitudes, however the coefficient d2m,h of the hard one

vanishes, for which the massive K are adjacent. We can see it through a triple cut which puts the

massless vertices into one tree amplitude, as in fig. 2.9. There are three tree amplitudes, all with

more than three legs, so there must be six negative helicities, while there are only five, three from

the triple cut and two from being a MHV amplitude.
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Figure 2.9: Triple cut of hard and easy two-mass boxes of a MHV amplitude.

Five negative helicities suffice to the easy two-mass box, for which the massive K are on opposite

vertices, because wherever we place the triple cut there is always a tree three-point amplitude, which

only needs one negative helicity, so one needs a total of five, see fig. 2.9.

To summarise,

d4m = d3m = d2m,h = 0 , forMHVamplitudes , (2.47)

d4m = 0 , forNMHVamplitudes . (2.48)

By counting negative helicities, one can also show that the amplitudes A(1±, 2+, . . . , n+, which

vanish at tree level but do not at one loop, have no cuts at all. They are only made of finite, rational

terms.

As a particular example, we consider the computation of a one-mass coefficient d1m of the MHV

amplitude A
[1]
5 (1− 2− 3+ 4+ 5+) (see sec 6.3 of [9]). There are five one-mass boxes, as in fig. 2.10,

Figure 2.10: One-mass boxes contributing to the MHV amplitude A
[1]
5 (1− 2− 3+ 4+ 5+).

where the massive leg contains two momenta, Kij = Pi + Pj, however, the reflection,

A
[1]
5 (1− 2− 3+ 4+ 5+) = −A[1]

5 (2− 1− 5+ 4+ 3+) , (2.49)

relates I(K51) to I(K23), and I(K45) to I(K34), and one needs to compute only three mass-boxes,

e.g. I(K12), I(K23) and I(K34). As an example, in the Tutorials we compute I(K12).

2.3.2 Triple and double cuts

The triple cut is defined by

ℓ21 = ℓ22 = ℓ23 = 0 . (2.50)
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Figure 2.11: Triple cut.

It receives contributions also from box integrals, as we have seen in the example of the two-mass

boxes for MHV amplitudes, so the box contributions must be subtracted before the triangle coefficient

ci can be computed. Likewise, the double cut receives contributions from box and triangle integrals,

which must be subtracted before the bubble coefficient bi can be properly identified.

We shall not consider here how the triple and double cuts are computed. More details, and

references, can be found in sec. 6.4 in [9].

2.3.3 The rational term

Finally, there is the rational part Rn. There are various ways of computing it. So far, we have con-

sidered cut momenta in four dimensions. Because in dimensional regularisation the loop momentum

is in D = 4 − 2ϵ dimensions, one way is to deal with the cut momenta in D dimensions, taking

ϵ < 0 and treating the (−2ϵ) dimensions as a fifth dimension. This approach, termed D-dimensional

unitarity, needs also a quintuple cut, but not always: the measure has the d−2ϵℓ term, which yields

an integral of O(ϵ). This can be discarded, unless there are (−2ϵ) components of the numerator,

which yield a 1/ϵ term.

Another way of computing Rn is to use the on-shell recursion relation on the (integrated) one-

loop amplitude. Schematically, we can write A(1)
n = Cn + Rn, where Cn labels the four-dimensional

cut-constructible terms. Cn comes from branch cuts, and so it is made of logarithms, dilogarithms

and π2 terms.

Let us consider a complex-z dependent shift on the one-loop amplitude, A(1)
n (z) = Cn(z)+Rn(z).

In sec. 1.13, we have seen that the z shift on the tree amplitude yields poles corresponding to

the multiparticle factorisation of the amplitude into two lower-point amplitudes. In the one-loop

amplitude, the shift on Cn would yield branch cuts in z. If Cn has already been computed, it is best

to shift only Rn = A(1)
n − Cn → Rn(z).

Rn may have physical poles and spurious poles. Since An(z) has no spurious poles, Cn(z) and

Rn(z) must have spurious poles which cancel each other. Thus, the spurious poles of Rn(z) can

be determined from the residues of Cn(z), and can be subtracted. More details are found in the

review [41].

Based on the procedure we have outlined to decompose the one-loop n-point amplitude, and a

few more variations of it, several automated computer programs for generating one-loop amplitudes

have been developed.

In order to evaluate NLO QCD corrections to scattering processes, one needs also the correspond-

ing tree amplitudes with one more parton in the final state, and an efficient integration over the phase
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space of the additional parton. These methods to evaluate the cross sections at NLO already existed,

and put together with the automated programs for generating one-loop amplitudes, they led to a

rapid evaluation of many scattering processes at NLO accuracy, which was called the NLO revolution.

2.4 Landau conditions

In d = 4− 2ϵ dimensions, a one-loop integral with numerators and higher powers of the propagators

can always be reduced to a linear combination of scalar integrals with propagators raised to unit

powers. Let us then consider the one-loop scalar integral of the n-point function of momenta {pi}
and masses {mi},

I(1)n

Ä
{pi} ; {mi}

ä
= eγEϵ

∫
ddℓ

iπd/2

n∏
j=1

1

(ℓ− qj)2 −m2
j + iϵ

, (2.51)

with ∑
i

pµi = 0 , q1 = 0 , qj =
j−1∑
i=1

pi . (2.52)

We introduce the Feynman parametrisation,

n∏
j=1

1

(ℓ− qj)2 −m2
j

= (n− 1)!
n∏

j=1

∫
dαj

δ
Ä
1−

n∑
i=1

αi

ä
Dn

, (2.53)

with

D =
n∑

i=1

αi

Ä
(ℓ− qi)

2 −m2
i

ä
, (2.54)

so

I(1)n = (n− 1)!
eγEϵ

iπd/2

n∏
j=1

∫
dαj δ

Ä
1−

n∑
i=1

αi

ä ∫
ddℓ D−n . (2.55)

We must find the positions of poles and branch points of I(1)n as a function of the external momentum

{pi}. Singularities arise from zeros of D({xi}, ℓ, {pr}), but not all zeros yield a singularity: in the

complex plane of ℓ, isolated poles can always be avoided by a contour deformation. Singularities

occur when contour deformations cannot avoid a pole.

This can happen in two instances:

1. The pole is at an end-point of a contour of integration.

2. Two poles merge on either side of a contour. This yields a pinch singularity, as depicted in

fig. 2.12
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Figure 2.12: Pinch singularity.

The integrand of eq. (2.55) is analytic in ℓ, except at

D =
n∑

i=1

αi

Ä
(ℓ− qi)

2 −m2
i

ä
= 0 . (2.56)

D is quadratic in ℓ, thus the contour is trapped if the two roots of D = 0 merge. This occurs at

∂D

∂ℓ

∣∣∣∣∣
D=0

= 0 ⇒
∑
i

ai (ℓ− qi) = 0 . (2.57)

Eqs. (2.56) and (2.57) are the Landau equations, a set of necessary conditions to have a pinch

singularity.

For ℓ2i ̸= m2
i , we must have αi = 0. Then we can state that

∑
i∈C

αi (ℓ− qi) = 0 , (2.58)

where C is the set of c cut propagators, for which

(ℓ− qi)
2 −m2

i = 0, i = 1, . . . , c . (2.59)

Multiplying (2.58) by (ℓ− qj) we get the matrix equation,



(ℓ− q1) · (ℓ− q1) · · · (ℓ− q1) · (ℓ− qc)

.

.

.

(ℓ− qc) · (ℓ− q1) · · · (ℓ− qc) · (ℓ− qc)





α1

.

.

.

αc


= 0 . (2.60)

The system has non-trivial solutions only if the (Gram) determinant vanishes.

2.5 Feynman integrals and periods

In sec. 2.2, we said that a one-loop amplitude can be decomposed into a linear combination of scalar

integrals, with coefficients which we outlined how to determine through unitarity cuts. The scalar

integrals are evaluated and expanded as a Laurent series in the dimensional regularisation parameter

ϵ = 2−D/2. For example, the bubble integral with massless propagators yields

117



Figure 2.13: Bubble integral with massless propagators.

I2(p) = eγEϵ
∫

dDℓ

iπD/2

1

ℓ2(ℓ− p)2

=
1

ϵ
+ 2− log(−p2) + ϵ

î1
2
log2(−p2)− 2 log(−p2)− ζ2

2
+ 4
ó
+O

Ä
ϵ2
ä
, (2.61)

where

ζn =
∞∑
k=1

1

kn
(2.62)

is the ζ value, i.e. the Riemann ζ function at integer values of n, which for n = 1 diverges. For even

values of n, it is given by

ζ2n =
(−1)n+1B2n(2π)

2n

2(2n)!
, (2.63)

where B2n are the Bernoulli numbers,

B2 =
1

6
, B4 = − 1

30
, . . . (2.64)

so

ζ2 =
π2

6
, ζ4 =

π4

90
, . . . (2.65)

Note that the coefficients of the Laurent expansion are real in the Euclidean region, where p2 < 0,

and develop a branch cut, starting from p2 = 0, in the Minkowski region.

The triangle integral, with massless propagators and massive external legs, yields

Figure 2.14: Triangle integral.
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I3(p1, p2, p3) = eγEϵ
∫

dDℓ

iπD/2

1

ℓ2(ℓ− p1)2(ℓ+ p3)2

=
2»

λ(p21, p
2
2, p

2
3)

î
Li2(z)− Li2(z)−

1

2
log(zz) log

Ä1− z

1− z

äó
+O(ϵ) , (2.66)

where

λ(a, b, c) = a2 + b2 + c2 − 2ab− 2ac− 2bc (2.67)

is the Källen function, and
p21
p22

= zz ,
p22
p23

= (1− z)(1− z) , (2.68)

and

log z =
∫ z

1

dt

t
, Lin(z) =

∫ z

0

dt

t
Lin−1(z) =

∞∑
k=1

zk

kn
, (2.69)

are the logarithm and the classical polylogarithm Lin. In particular, in one-loop integrals we need

the dilogarithm,

Li2(z) =
∫ z

0

dt

t
Li1(z) , (2.70)

with

Li1(z) =
∞∑
k=1

zk

k
= − log(1− z) . (2.71)

Note that

Lin(1) = ζn , (2.72)

for n > 1.

Because of the massive external legs, the Laurent expansion of the triangle integral has no poles

in ϵ (further, it cannot have branch cuts, thus it is written in terms of single-valued functions . . . ).

Logarithms, dilogarithms and ζ values are the entities which usually occur in one-loop amplitudes.

Logarithms and dilogarithms are multi-valued functions: they have branch cuts. Further, they may

depend on more than one variable.

Beyond one loop, there are several ways of evaluating amplitudes. The most popular procedure

is to decompose the amplitude into a set of scalar integrals, which are usually not all independent.

Through integration-by-part-identities (IBP), described in app. E and in app. H.49 on the example of

Higgs production from gluon fusion, one reduces the scalar integrals to a set of linearly independent

ones, called master integrals, which are then evaluated through differential equations, which we will

discuss in the next lecture.

The master integrals are Laurent expanded,

I =
∞∑

k=k0

Ik ϵ
k , (2.73)
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with k0 ≥ −2|ℓ| and where |ℓ| is the number of loops. The coefficients Ik contain classical polyloga-

rithms, more general polylogarithms, and in some cases also elliptic integrals.

Through experience, we have learned that already at two loops the coefficients Ik may be very

complicated. Luckily, in the last ten years our knowledge of the coefficients Ik has greatly improved.

That is the topic of this lecture, in which we mostly follow Duhr’s 2014 TASI lectures [44].

In Ik we have polylogarithms. May we have trigonometric functions, log(π), the Euler number e,

log(log(p2)), and so on ? What kind of functions may we actually have ?

In order to answer this question, we review the properties of numbers. The fundamental theorem

of algebra states that: Every single-variable degree-n polynomial equation,

a0 + a1 z + . . .+ an z
n = 0 , (2.74)

with rational coefficients ai ∈ Q, has n complex roots.

Thus, a complex number is called algebraic, over the field Q of the rational numbers, if it is the

root of a polynomial with rational coefficients. Algebraic numbers form also a field, called Q, since

sums and products of algebraic numbers are algebraic and the inverse of an algebraic number is

algebraic. All the rational numbers are also algebraic: if q is rational, it is also the root of z− q, so it

is also algebraic, so Q ⊂ Q. Then, every root n
√
q is algebraic, since it is the root of zn − q. All roots

of unity, zn − 1, and in particular i, are algebraic. The inverse of
√
n, with n a natural number, is

algebraic, since it is the root of nz2 − 1 = 0.

A complex number that is not algebraic is termed transcendental. However, there is a big

difference in size between algebraic and transcendental numbers: algebraic numbers are countable

(every polynomial has a finite number of roots), while complex numbers, and so transcendental

numbers, are not. Thus, it is usually difficult to show that a complex number is transcendental. One

can use the theorem of Hermite-Lindemann, which states that if z is a non-zero complex number, then

either z or ez are transcendental. E.g. e is transcendental, because e = e1 and 1 is not transcendental.

π is transcendental, because −1 = eiπ and i are algebraic. Thus, also πn and ζ2n are transcendental.

With the same definitions, changing numbers with functions, the algebraic and transcendental

notions are extended to functions. E.g.
√
x2 + y2 is an algebraic function, since it is the root of

z2 − (x2 + y2) = 0. log q is transcendental for all algebraic q, since q = elog q is algebraic.

We have seen that, among the Laurent coefficients of one-loop integrals, ζ2 and the logarithm

are transcendental. Hermite-Lindemann theorem cannot say if the classical polylogarithms or the ζn

values with odd n are transcendental, but they are believed to be so.

We need another class of numbers, the periods.

A period is a complex number whose real and imaginary parts are values of integrals of algebraic

functions with algebraic coefficients, over the domain given by polynomial inequalities with algebraic

coefficients. E.g.

• all algebraic numbers are periods, since
√
n =

∫
nx2≤1

dx;
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• π is a period since π =
∫∫

x2+y2≤1
dx dy;

• the logarithm of an algebraic number is a period since log q =
∫ q

1

dt

t
;

• The dilogarithm is a period, since Li2(z) =
∫
0≤t2≤t1≤z

dt1 dt2
t1(1− t2)

;

• all classical polylogarithms Lin are periods;

• the ζn values, with integer n, are periods;

• The perimeter of an ellipse with radii a and b is the elliptical integral,

2
∫ b

−b

√
1 +

a2x2

b4 − b2x2
dx , (2.75)

and it is a period.

However, e, γE, 1/π, logπ are not periods.

Periods are countable (because they are defined through algebraic numbers, which are countable),

and form a ring P, because sums and products of periods are periods, but the inverse of a period,

e.g. π, is not a period. Then one has the inclusion,

Q ⊂ Q ⊂ P ⊂ C . (2.76)

A theorem due to Bogner and Weinzierl [45], states that: in the (Euclidean) region, where all

Mandelstam invariants s are non-positive, s ≤ 0, and all masses are non-negative, m ≥ 0, and where

in addition all ratios of invariants and masses are rational, the coefficients of the Laurent expansion

of a Feynman integral are periods.

The idea is to use the Feynman parameter representation of the integral, and to show that every

term in the ϵ expansion is an integral of a rational function over a rational domain, and thus a period.

Note that eγEϵ and πD/2 were put in the overall normalisation of the Feynman integrals precisely to

cancel terms of γE and log π, which are not periods.

Bogner-Weinzierl theorem answers our original question: numbers and functions which are not

periods, like log π, trigonometric functions, Euler number e, log(log π2), cannot appear in Feynman

integrals.

2.6 Multiple polylogarithms

We introduce now a generalisation of the classical polylogarithms, called multiple polylogarithms

(MPL). Like the classical polylogairthms, they may be defined through an iterated integral [46, 47],

G(a1, . . . , an; z) =
∫ z

0

dt

t− a1
G(a2, . . . , an; t) , (2.77)
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with G(; z) = 1 and with z, ai ∈ C, and where the ai are not all zero. In the case that a1 = . . . =

an = 0, we define

G(

n︷ ︸︸ ︷
0, . . . , 0; z) ≡ G(⃗0n; z) =

1

n!
logn(z) , (2.78)

where a⃗ = (a1, . . . , an) is the vector of roots, and its dimension is called the weight of the MPL. For

algebraic values of the arguments, the MPLs are periods. In general, it is expected (although not

proven) that they are transcendental.

Logarithms and classical polylogarithms are special cases of MPLs,

G(a, . . . , a︸ ︷︷ ︸
n

; z) ≡ G(⃗an; z) =
1

n!
logn

Ä
1− z

a

ä
, (2.79)

G(0, . . . , 0︸ ︷︷ ︸
n−1

, 1; z) ≡ G(⃗0n−1, 1; z) = −Lin(z) . (2.80)

for which the roots are all zeros, except for Li1(z). Also the harmonic polylogarithms [48] (HPL)

defined as

H(a1, . . . , an; z) =
∫ z

0
dt f(a1; t) H(a2, . . . , an; t) , (2.81)

with

f(1; t) =
1

1− t
; f(−1; t) =

1

1 + t
; f(0; t) =

1

t
, (2.82)

are special cases of MPLs, where the roots are equal to +1, 0, −1.

H (⃗a; z) = (−1)p G(⃗a, z) , (2.83)

where p is the number of roots in a⃗, which equal +1. They appear in many amplitudes at two loops

and beyond. Likewise, the two-dimensional harmonic polylogarithms [49] are special cases of MPLs,

with ai ∈ {0, 1,−y,−1,−y}. They appeared first in the computation of two-loop four point functions

with three massless and one massive leg. So are also the generalised harmonic polylogarithms [50],

G(−r, a⃗; z) =
∫ z

0

dt»
t(4 + t)

G(⃗a; t) , (2.84)

which are defined as iterated integrals over a radical,

f(−r, t) = 1»
t(4 + t)

. (2.85)

They can be expressed in terms of MPLs by rationalising the square root via the change of variables,

t =
(1− η)2

η
, (2.86)
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then
dt»

t(4 + t)
= −dη

η
, (2.87)

and eq. (2.84) becomes

G(−r, a⃗; z) = −
∫ ξ

1

dη

η
G
Ä
a⃗;

(1− η)2

η

ä
, (2.88)

with z =
(1− ξ)2

ξ
. These integrals usually occur in loop amplitudes with a two-particle threshold at

s = 4m2, and where z = − s

m2
.

Another example of MPLs are the cyclotomic harmonic polylogarithms (see ref. [44] and references

therein).

2.6.1 Other definitions of multiple polylogarithms

In the mathematical literature, MPLs are defined in a slightly more general way, with a generic base

point a0,

I(a0; a1, . . . , an; an+1) =
∫ an+1

a0

dt

t− an
I(a0; a1, ...an−1; t) , (2.89)

with I(a0; a1) = 1. Then

G(a1, . . . , an; z) = I(0; an, . . . , a1; z) , (2.90)

and one can easily express the I’s as linear combinations of integrals at base point zero, e.g.

I(a0; a1; a2) =
∫ a2

a0

dt

t− a1
I(a0; t) =

Å ∫ a2

0
−
∫ a0

0

ã dt

t− a1
= G(a1; a2)−G(a1; a0) , (2.91)

In app. H.52, the relation between I’s and G’s is provided for weight-2 and weight-3 MPLs.

Just like the classical polylogarithms, also the MPLs can be defined through a power series,

Lim1,...,mk
(z1, . . . , zk) =

∑
0<n1<n2<...<nk

zn1
1 z

n2
2 · · · znk

k

nm1
1 nm2

2 · · ·nmk
k

, (2.92)

where |zi| < 1, for the sums to converge. The Li’s are related to the G’s by

Lim1,...,mk
(z1, . . . , zk) = (−1)kG(0, . . . , 0︸ ︷︷ ︸

mk−1

,
1

zk
, . . . , 0, . . . , 0︸ ︷︷ ︸

m1−1

,
1

z1 · · · zk
; 1) , (2.93)

where the number k of indices is called the depth of the MPL.

One can show that up to weight three all MPLs can be expressed in terms of classical polyloga-

rithms. At weight four, non-classical functions, like Li2,2, start appearing.
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2.6.2 Properties of multiple polylogarithms

From the integral definition of MPLs (2.77), we see that G(a1, . . . , an; z) is analytic at z = 0 when

an ̸= 0. In particular,

lim
z→0

G(a1, . . . , an; z) = 0 , (2.94)

when an ̸= 0, i.e. around z = 0, G(a1, . . . , an; z) admits a Taylor expansion in z, with a null constant

term. Further, G(a1, . . . , an; z) is divergent at z = a1.

MPLs are multi-valued functions, with branch cuts that may be extend from any ai to ∞, e.g.

• G(⃗an; z) =
1

n!
logn

Ä
1− z

a

ä
has a branch cut from z = a to z = ∞;

• G(0, 1; z) = −Li2(z) has a branch cut from z = 1 to z = ∞, but no cuts starting from 0.

If an ̸= 0, G(⃗an; z) is invariant under a rescaling of the arguments,

G(ka⃗; kz) = G(⃗a; z) , ∀k ∈ C∗ . (2.95)

Further, if a1 ̸= 1 and an ̸= 0, Hölder identity,

G(a1, . . . , an; 1) =
n∑

k=0

(−1)kG
Ä
1− ak, . . . , 1− a1; 1−

1

z

ä
G
Ä
ak+1, . . . , an;

1

z

ä
, (2.96)

holds ∀z ∈ C∗. If z → ∞, the second MPL vanishes, unless it has no ai’s, i.e. for k = n, and the

identity becomes

G(a1, . . . , an; 1) = (−1)nG(1− an, . . . , 1− a1; 1) . (2.97)

2.6.3 The shuffle algebra

The product of two MPLs of weight one,

G(a; z) G(b; z) =
∫ z

0

dt1
t1 − a

∫ z

0

dt2
t2 − b

, (2.98)

can be written as an integral over the square with corners (0, 0), (0, z), (z, 0), (z, z),

Figure 2.15: Integration domain of eq. (2.98).
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which can be written as a sum over two triangles,

G(a; z) G(b; z) =
∫ z

0

dt1
t1 − a

∫ t1

0

dt2
t2 − b

+
∫ z

0

dt2
t2 − b

∫ t2

0

dt1
t1 − a

= G(a, b; z) +G(b, a; z) , (2.99)

i.e. the product of two MPLs of weight one yields a linear combination of MPLs of weight two.

Likewise, the product of two MPLs of higher weight can be written as an integral over a hypercube,

and then split along the diagonals into iterated integrals. In fact, the product of two MPLs of weights

n1 and n2 can be written as linear combination of MPLs of weight n1 + n2,

G(a1, . . . , an1 ; z) G(an1+1, . . . , an1+n2 ; z) =
∑

σ∈{n1}⊔⊔{n2}
G(aσ1 , . . . , aσn1+n2

; z) , (2.100)

where the sum is over all the shuffles {n1}⊔⊔{n2} of n1+n2 elements, the shuffles being the permuta-

tions which preserve the ordering of the ai within (a1, . . . , an1) and of the aj within (an1+1, . . . , an1+n2),

while allowing for all possible orderings of the ai with respect to the aj. The number of shuffles is

given by the binomial coefficient

Ñ
n1 + n2

n1

é
=

(n1 + n2)!

n1! n2!
. We already introduced the shuffle in the

context of the Kleiss-Kuijff relations, sec. 1.7.1. E.g.

G(a, b; z) G(c; z) = G(a, b, c; z) +G(a, c, b; z) +G(c, a, b; z) , (2.101)

G(a, b; z) G(c, d; z) = G(a, b, c, d; z) +G(a, c, b, d; z) +G(c, a, b, d; z)

+ G(a, c, d, b; z) +G(c, a, d, b; z) +G(c, d, a, b; z) . (2.102)

The MPLs form a shuffle algebra, i.e. a vector space equipped with a (shuffle) product. The algebra

is graded, because the shuffle product preserves the weight.

Since we know that G(a1, . . . , an; z) is analytic at z = 0, when an ̸= 0, we can use the shuffle

algebra in order to have MPLs with non-zero rightmost index, except for G(⃗0n, z), e.g.

G(b, 0, 0; z) = G(b; z) G(0, 0; z)−G(0, b, 0; z)−G(0, 0, b; z) , (2.103)

then

G(0, b, 0; z) = G(0, b; z) G(0; z)− 2 G(0, 0, b; z) (2.104)

so

G(b, 0, 0; z) = G(0, 0, b; z)−G(0, b; z) G(0; z) +G(b; z) G(0, 0; z)

= −Li3
Äz
b

ä
+ Li2

Äz
b

ä
log(z) + log

Ä
1− z

b

ä 1

2
log2(z) . (2.105)

Using the sum definition of the MPLs (2.92), one can see that they also form a stuffle algebra. Just

like the shuffle, the stuffle product preserves the weight, but not the depth. Examples of stuffle

products of MPLs as nested sums can be found in Duhr’s TASI lectures [44].
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2.6.4 Multiple zeta values

We saw that the classical polylogarithms at z = 1 yield Lin(1) = ζn, eq. (2.72), i.e. the ζ values,

which are periods and (likely) transcendental. Given m1, . . . ,mk positive integers, we define the

multiple zeta values (MZV),

ζm1,...,mk
= Limk,...,m1(1, . . . , 1) =

∑
n1>...>nk>0

1

nm1
1 . . . nmk

k

. (2.106)

For m1 = 1, ζm1,...,mk
is divergent.

Weight and depth of a MZV are defined as for a MPL. Just like the Li’s, also the MZVs admit

an integral representation in terms of the G’s, which implies that also the MZV’s are periods. Also

MZVs are common in multi-loop computations. Details about the relations among MZVs are found

in Duhr’s TASI lectures [44].

2.6.5 Hopf algebra of MPLs

log(a b) = log(a) + log(b) (2.107)

is the functional equation among logarithms. From this, all relations among logarithms can be

found. Tables of logarithms, based on numerical values of logarithms and endowed with the functional

equation (2.107), have been used for centuries. Examples of functional equations among dilogarithms

are

Li2(1− z) = −Li2(z)− log z log(1− z) + ζ2 , (2.108)

Li2
Ä
1− 1

z

ä
= −Li2(1− z)− 1

2
log2 z . (2.109)

Eq. (2.108) will be proven in app. H.57. More identities can be found on Lewin’s book on polyloga-

rithms [51]. The number of functional equations grows rapidly with the weight, and the shuffle and

stuffle relations are not enough to account for all of them.

Since MPLs are the norm in multi-loop computations, functional equations among them are a

must have. Not only are they essential to simplify an analytic computation, or to help in analytically

continuing the MPLs, they are useful also when we are only interested in a numerical answer out of

an analytic computation, because they allow one to minimise the number of MPLs for which it is

necessary to run a numerical routine.

Now, we introduce an algebraic method that allows one to derive functional equations among

MPLs. Firstly, we define An as the vector space of MPLs of weight n, and the vector space of all

MPLs as

A =
∞⊕
n=0

An, A0 = Q . (2.110)

Of course, the definition as a direct sum makes sense only if there are no relations among MPLs of

different weights.
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We already know that A is an algebra with respect to both the shuffle and the stuffle products.

In general, we can view the product as a map µ from A⊗A to A, which assigns to a pair of elements

a⊗ b their product a · b. We know that the product is associative,

(a · b) · c = a · (b · c) , (2.111)

and distributive,

(a+ b) · c = a · c+ b · c ,

a · (b+ c) = a · b+ a · c . (2.112)

Further, also A⊗ A is an algebra, so one can define the product by components,

(a⊗ b) · (c⊗ d) = (a · c)⊗ (b · d) . (2.113)

In addition, one can introduce a coalgebra, i.e. a vector equipped with a coproduct, i.e. a linear map

∆ : A→ A⊗ A which assigns to every element a ∈ A its coproduct ∆(a) ∈ A⊗ A.

The coproduct must be coassociative,

(∆⊗ id) ·∆ = (id⊗∆) ·∆ , (2.114)

such that if ∆(a) = a1 ⊗ a2, then

(∆⊗ id) ·∆(a) = (∆⊗ id) · (a1 ⊗ a2) = ∆(a1)⊗ a2 = a1,1 ⊗ a1,2 ⊗ a2 , (2.115)

(id⊗∆) ·∆(a) = (id⊗∆) · (a1 ⊗ a2) = a1 ⊗∆(a2) = a1 ⊗ a2,1 ⊗ a2,2 , (2.116)

and the two expressions must be the same, i.e. the order in which we iterate the coproduct is

irrelevant, so there is a unique way of splitting an element into three or more elements.

If A is equipped with both a product and a coproduct, such that ∆(a · b) = ∆(a) ·∆(b) then we

have a bialgebra. If the bialgebra is graded, also the coproduct must preserve the weight, i.e. the

sum of the weights of the two factors of ∆(a) must equal the weight of a.

A Hopf algebra is a bialgebra with an antipode S : A→ A, such that

S(a · b) = S(b) · S(a) ,

µ(id⊗ S) ∆ = µ(S ⊗ id) ∆ = 0 .
(2.117)

We will not use the antipode in what follows, i.e. we will not make distinctions between a Hopf

algebra and a bialgebra. An element of a Hopf algebra is primitive if

∆(x) = 1 ⊗ x+ x⊗ 1 , (2.118)
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i.e. it admits only the trivial decomposition. The reduced coproduct is defined as

∆
′
(x) = ∆(x)− (1 ⊗ x+ x⊗ 1) , (2.119)

so for a primitive element x, ∆
′
(x) = 0. The coproduct element ∆i1,...,ik is defined as the part of the

iterated coproduct with weights (i1, . . . , ik).

For example, we have a set of letters {a, b, c} and a vector space A spanned by linear combinations

of words. A is graded, and the weight is given by the length of the word. We define the coproduct as

∆(x) = 1 ⊗ x+ x⊗ 1, for x = a, b, c , (2.120)

i.e. by definition all the letters are primitive. Then

∆(a · b) = ∆(a) ·∆(b) = (1 ⊗ a+ a⊗ 1) · (1 ⊗ b+ b⊗ 1)

= 1 ⊗ (a · b) + (a · b)⊗ 1 + a⊗ b+ b⊗ a , (2.121)

∆(abc) = ∆(a) ·∆(b · c)

= (1 ⊗ a+ a⊗ 1) ·
Ä
1 ⊗ (b · c) + (b · c)⊗ 1 + b⊗ c+ c⊗ b

ä
= 1 ⊗ (abc) + (bc)⊗ a+ b⊗ (ac) + c⊗ (ab)

+ a⊗ (bc) + (abc)⊗ 1 + (ab)⊗ c+ (ac)⊗ b . (2.122)

It is straightforward to check that the product is associative,

∆(a) ·∆(b · c) = ∆(a · b) ·∆(c) . (2.123)

A bit longer, but equally straightforward is to check that the coproduct is associative, i.e.

(∆⊗ id) ·∆(abc) = (id⊗∆) ·∆(abc) . (2.124)

The reduced coproducts are

∆
′
(a · b) = a⊗ b+ b⊗ a ,

∆
′
(a · b · c) = a⊗ (b c) + b⊗ (a c) + c⊗ (a b) + (a b)⊗ c+ (a c)⊗ b+ (b c)⊗ a . (2.125)

The coproduct elements are

∆1,1(a · b) = a⊗ b+ b⊗ a ,

∆2,1(a · b · c) = (a b)⊗ c+ (a c)⊗ b+ (b c)⊗ a , (2.126)

∆1,2(a · b · c) = a⊗ (b c) + b⊗ (a c) + c⊗ (a b) ,

∆1,1,1(a · b · c) = a⊗ b⊗ c+ b⊗ a⊗ c+ b⊗ c⊗ a+ a⊗ c⊗ b+ c⊗ a⊗ b+ c⊗ b⊗ a .
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The MPLs form a Hopf algebra. In order to show it, we use the I form of the MPLs (2.89), and we

define the coproduct as

∆
Ä
I(a0; a1, . . . , an; an+1)

ä
=

∑
0=i1<i2<...<ik<ik+1=n

I(a0; ai1 , . . . , aik ; an+1)⊗
î k∏
p=0

I(aip ; aip+1, . . . , aip+1−1; aip+1

ó
, (2.127)

where the ai are generic, i.e. a1 ̸= a2 . . . ̸= an ̸= an+1 ̸= 0.

The various terms in the sum (2.127) can be generated through a graphic procedure [47, 52]:

• Draw a semicircle on which a0, a1, . . . , an+1 are distributed clockwise, such that a0 and an+1 are

two end-points.

• Mark some points, ai1 , . . . , aik and draw the convex polygon with vertices a0, ai1 , . . . , aik , an+1.

This polygon defines the first factor in the sum.

• The unmarked points define a set of complementary convex polygons. These polygons define

the product in the second factor.

E.g. let us consider the coproduct of a generic MPL of weight one, ∆
Ä
I(a0; a1; a2)

ä
. On the semicircle,

we can draw polygons as follows

There is only one way to draw a polygon, so the complementary polygon is 1, and we get

I(a0; a1; a2)⊗ 1. Else, we draw no polygons, then the complementary polygon is I(a0; a1; a2) and we

get 1⊗ I(a0; a1; a2): MPLs of weight on are primitive.

Let us consider the coproduct of a generic MPL of weight two, ∆
Ä
I(a0; a1, a2; a3)

ä
. We get

These represent the two trivial terms, however we also have:
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At weight three, ∆
Ä
I(a0; a1, a2, a3; a4)

ä
, we get

i.e. the trivial terms, and further

so in addition we also have a term with two complementary polygons.

So far, we have introduced the coproduct (2.127) of the MPL defined as in eq. (2.89), and gave

examples up to weight three through a graphical procedure. Using the relation between I and G
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versions of the MPL (2.90), one can then obtain the coproduct ∆
Ä
G(a1, . . . , an; z)

ä
as long as the

roots ai are generic.

E.g. at weight two, we found that

∆
Ä
I(0; a2, a1; z)

ä
= I(0; a2, a1; z)⊗ 1 + 1 ⊗ I(0; a2, a1; z)

+ I(0; a2; z)⊗ I(a2; a1; z) + I(0; a1; z)⊗ I(0; a2; a1) , (2.128)

which implies that

∆
Ä
G(a1, a2; z)

ä
= G(a1, a2; z)⊗ 1 + 1 ⊗G(a1, a2; z)

+ G(a2; z)⊗
î
G(a1; z)−G(a1; a2)

ó
+G(a1; z)⊗G(a2; a1) , (2.129)

since I(a0; a1; a2) = G(a1; a2)−G(a1; a0), eq. (2.91).

In particular,

∆
Ä
G(0, 1; z)

ä
= G(0, 1; z)⊗ 1 + 1 ⊗G(0, 1; z)

+ G(1; z)⊗
î
G(0; z)−�����:0

G(0; 1)
ó
+G(0; z)⊗�����:0

G(1; 0) . (2.130)

Since G(0, 1; z) = −Li2(z), we obtain

∆
Ä
Li2(z)

ä
= Li2(z)⊗ 1 + 1 ⊗ Li2(z) + Li1(z)⊗ log(z) . (2.131)

At weight three, neglecting the two trivial terms we found that

∆
′Ä
I(0; a1, a2, a3; z)

ä
= I(0; a1; z)⊗ I(a1; a2, a3; z) + I(0; a3; z)⊗ I(0; a1, a2; a3)

+ I(0; a1, a2; z)⊗ I(a2, a3; z) + I(0; a2, a3; z)⊗ I(0; a1; a2)

+ I(0; a1, a3; z)⊗ I(a1; a2, a3)

+ I(0; a2; z)⊗
î
I(0; a1; a2)I(a2; a3; z)

ó
, (2.132)

which allows one to obtain the coproduct ∆
Ä
G(a1, a2, a3; z)

ä
at generic values of a1, a2, a3. Let us see

what happens if we specify eq. (2.132) to the reduced coproduct of

I(0; 1, 0, 0; z) = G(0, 0, 1; z) = −Li3(z) . (2.133)

We obtain

∆
′Ä
I(0; 1, 0, 0; z)

ä
= I(0; 1; z)⊗ I(1; 0, 0; z) + I(0; 0; z)⊗ I(0; 1, 0; 0)

+ I(0; 1, 0; z)⊗ I(0, 0; z) + I(0; 0, 0; z)⊗ I(0; 1; 0)

+ I(0; 1, 0; z)⊗ I(1; 0, 0) + I(0; 0; z)⊗
î
I(0; 1; 0)I(0; 0; z)

ó
. (2.134)
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We need to convert the I ′s into G′s, in particular I(a1; a2, a3; z) (see Tutorial), so we get

I(1; 0, 0; z) = G(0, 0; z)−������:0
G(0, 0; 1)−�����:0

G(0; 1)
î
G(0; z)−�����:0

G(0; 1)
ó
=

1

2
log2(z) ,

I(0; 1, 0; z) = G(0, 1; z) = −Li2(z) ,

I(0; 1, 0, 0) = −Li2(0) = 0 ,

I(0; 1; 0) = G(1; 0) = log 1 = 0 . (2.135)

However,

I(0; 0; z) = G(0; z)−G(0; 0) ,

I(1; 0; 0) = G(0; 0)−�����:0
G(0; 1) , (2.136)

where G(0; 0) is divergent, since z = a1. So as it stands eq. (2.134) is ill-defined, and we cannot use

it to compute the coproduct of Li3(z).

2.6.6 Shuffle regularisation

The procedure to determine the coproduct of the MPLs that we displayed in sec. 2.6.5 is valid only

for generic values of the ai’s. In order to be able to apply it for all values of the ai’s, we must first

(shuffle) regularise all the MPLs. We do it as follows:

1. except for MPLs of the type G(z, . . . , z; z), we use the shuffle algebra in order to express the

divergent MPLs in terms of regular ones.

2. We set Greg(z, . . . , z; z) = 0.

E.g. let us take G(z, a; z), with a ̸= z, which is divergent since a1 = z. Through the shuffle, we write

it as

G(z, a; z) = G(z; z) G(a; z)−G(a, z; z) , (2.137)

then Greg(z, a; z) = −G(a, z; z) (see also app. H.53 for an example of a weight-3 MPL).

Note that we have already implicitly been using the shuffle regularisation. We fixed G(0; z) = log z

but according to the definition of MPL, G(0; z) should be
∫ z

0

dt

t
, which is divergent. In fact,

log z =
∫ z

1

dt

t
= I(1; 0; z) =

∫ z

0

dt

t
−
∫ 1

0

dt

t
. (2.138)

So

G(0; z) =
∫ z

0

dt

t
, before the regularisation . (2.139)

Greg(0; z) =
∫ z

0

dt

t
−
∫ 1

0

dt

t
= log z , after the regularisation . (2.140)

Further, the regularised product of two MPLs equals the product of the two regularised MPLs, i.e.
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the regularisation preserves the multiplication (see app. H.54),î
G(⃗a; z) G(⃗b; z)

óreg
= Greg (⃗a; z)Greg (⃗b; z) . (2.141)

In the general case, the coproduct is then defined replacing everywhere the unregularised MPLs with

the regularised ones. Of course, when the MPLs converge, the two definitions of MPLs coincide.

Returning to the example of eq. (2.134),

Ireg(0; 0; z) = G(0; z) ,

Ireg(1; 0; 0) = 0 , (2.142)

and we can finally write

∆
′Ä
I(0; 1, 0, 0; z)

ä
= log(1− z)⊗ 1

2
log2 z − Li2(z)⊗ log z . (2.143)

Thus, re-adding the trivial terms, we have

∆ (Li3(z)) = Li3(z)⊗ 1 + 1 ⊗ Li3(z) + Li1(z)⊗
1

2
log2 z + Li2(z)⊗ log z . (2.144)

The generalisation to the weight-n classical polylogarithm is

∆ (Lin(z)) = 1 ⊗ Lin(z) +
n−1∑
k=0

Lin−k(z)⊗
logk z

k!
. (2.145)

2.6.7 Coaction

Since MZVs are obtained by setting z = 1 in the MPLs, we know how to compute the coproduct

of MZVs. E.g. setting z = 1 in ∆ (Lin(z)) we obtain ∆ (ζn) = 1 ⊗ ζn + ζn ⊗ 1. However, this is a

problem for even-n ζ values: for example, let us consider ζ4 =
π4

90
=

2

5
ζ22 . So

∆ (ζ4) =
2

5
∆ (ζ2)

2 =
2

5
(1 ⊗ ζ2 + ζ2 ⊗ 1)2

=
2

5
(1 ⊗ ζ2 + ζ2 ⊗ 1 + 2ζ2 ⊗ ζ2) = 1 ⊗ ζ4 + ζ4 ⊗ 1 +

4

5
ζ2 ⊗ ζ2 , (2.146)

which is at odds with the previous formula for n = 4. We wil see later that ∆(iπ) = iπ ⊗ 1+ 1⊗ iπ

would lead to similar problems. The solution proposed by Brown [53] is to introduce a ring of

polynomials in iπ with rational coefficients, so that the algebra A we have been dealing with in

sec. 2.6.5 is not the Hopf algebra H of the MPLs, but

A = Q(iπ)⊗H , (2.147)
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i.e. we remove all powers of iπ in H, but we allow the coefficients of elements of H to be also

polynomials in iπ rather than just rational functions. Further, we define the coaction ∆ : A→ A⊗H,

such that

∆(iπ) = iπ ⊗ 1 (2.148)

while ∆ coincides with the coproduct defined in sec. 2.6.5 on elements of H. Accordingly,

∆(ζ4) = ζ4 ⊗ 1 =
2

5
ζ2 ⊗ 1 =

2

5
∆(ζ22 ) , (2.149)

has no contradictions anymore.

2.6.8 Derivatives and discontinuities

Derivatives act on the last entry of the coaction,

∆
Ä ∂
∂z

G
ä
=
Ä
id⊗ ∂

∂z

ä
∆(G) . (2.150)

Let us verify on Li2(z) that eq. (2.150) is correct.

Li2(z) =
∫ z

0

dt

t
Li1(t) ⇒ ∂

∂z
Li2(z) =

Li1(z)

z
, (2.151)

so the left-hand side of eq. (2.150) yields

∆
Ä ∂
∂z

Li2(z)
ä
= ∆

ÄLi1(z)
z

ä
=

1

z
(Li1(z)⊗ 1 + 1 ⊗ Li1(z)) , (2.152)

while the right-hand side of (2.150) yieldsÄ
id⊗ ∂

∂z

ä
∆
Ä
Li2(z)

ä
=
Ä
id⊗ ∂

∂z

äÄ
Li2(z)⊗ 1 + 1 ⊗ Li2(z) + Li1(z)⊗ log z

ä
= Li2(z)⊗

�
�
���
0

∂

∂z
1 + 1 ⊗ ∂

∂z
Li2(z) + Li1(z)⊗

∂

∂z
log z

= 1 ⊗ Li1(z)

z
+ Li1(z)⊗

1

z

=
1

z
(1 ⊗ Li1(z) + Li1(z)⊗ 1) , (2.153)

which agrees with eq. (2.152).

Eq. (2.150) provides a way of computing derivatives of MPLs. In fact, if G is a MPL of weight n,

∂

∂z
G = µ

Ä
id⊗ ∂

∂z

ä
∆n−1,1(G) , (2.154)

with µ(a⊗ b) = a · b.

In app. H.55, we compute
∂

∂y
G(1, 1 + y; z) using eq. (2.154).
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The discontinuity acts on the first entry of the coaction,

∆(Disc G) = (Disc⊗ id) ∆(G) . (2.155)

Let us see how it works on G(0; z) = log z. The logarithm has a branch cut from z = 0 to z → ∞.

We can write it as log(x + iϵ) = log|x| + iπΘ(−x). Then Disc(logx) = 2i Im(logx) = 2iπ. On the

right-hand side of eq. (2.155), we have

(Disc⊗ id) ∆(log z) = (Disc⊗ id) (log z ⊗ 1 + 1 ⊗ log z) = 2iπ ⊗ 1 , (2.156)

which is consistent with the left-hand side of eq. (2.155),

∆
Ä
Disc(log z)

ä
= ∆(2iπ) = 2iπ ⊗ 1 . (2.157)

Note that the coproduct ∆(iπ) = iπ ⊗ 1 + 1 ⊗ iπ would have created a contradiction, as mentioned

earlier.

As a further example, in app. H.56, we verify the validity of eq. (2.155) on the dilogarithm, Li2(z),

which has a branch cut from z = 1 to z → ∞, and whose discontinuity is

Disc(Li2(z)) = 2i Im(Li2(z)) = 2πi log z . (2.158)

We can use eq. (2.155) to compute the discontinuity of a MPL,

Disc(G) = µ (Disc⊗ id) ∆1,n−1 G , (2.159)

with µ(a⊗ b) = a · b, e.g. the coproduct element ∆1,1 on Li2(z) is ∆1,1 Li2(z) = Li1(z)⊗ log z, then

Disc(Li2(z)) = µ (Disc⊗ id) (Li1(z)⊗ log z) = 2πi log z , (2.160)

From the coproduct on classical polylogarithms,

∆1,n−1(Lin(z)) = Li1(z)⊗
logn−1z

(n− 1)!
, (2.161)

then

Disc(Lin(z)) = µ (Disc⊗ id)

(
Li1(z)⊗

logn−1z

(n− 1)!

)
= 2πi

logn−1z

(n− 1)!
. (2.162)
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2.6.9 The symbol map

The symbol may be defined as a total differential. In fact, introducing a transcendental function Fn

of weight n as a Q-linear combination of n-fold iterated integrals,

Fn =
∫ b

a
dlogR1 ◦ · · · ◦ dlogRn =

∫ b

a

Å ∫ t

a
dlogR1 ◦ · · · ◦ dlogRn−1

ã
dlogRn(t) , (2.163)

where Ri are rational functions, the total differential of Fn is

dFn =
∑
i

Fi,n−1 dlogRi , (2.164)

where Fi,n−1 are transcendental functions of weight n − 1. Then the symbol can be computed

recursively,

S(Fn) =
∑
i

S(Fi,n−1)⊗ logRi . (2.165)

For generic values of ai, the total differential of a MPL is [47]

dI(a0; a1, . . . , an; an+1) =
n∑

i=1

I(a0; a1, . . . , /ai, . . . , an; an+1) dlog
Äai+1 − ai
ai−1 − ai

ä
, (2.166)

where /ai indicates the missing element. The symbol of the MPL is then

S(I(a0; a1, . . . , an; an+1)) =
n∑

i=1

S(I(a; a1, . . . , /ai, . . . , an; an+1))⊗ log
Äai+1 − ai
ai−1 − ai

ä
. (2.167)

Since the symbol is of the type log(a1)⊗. . .⊗log(an) it is customary to use the short-hand a1⊗. . .⊗an.
The entries a1, . . . , an of the symbol are called the letters and the set of entries {a1, . . . , an} the

alphabet of the function Fn.

The symbol has the properties of the logarithm,

· · · ⊗ (ab)⊗ · · · = · · · ⊗ a⊗ · · ·+ · · · ⊗ b⊗ · · ·

· · · ⊗ an ⊗ · · · = n (· · · ⊗ a⊗ · · ·) , (2.168)

which implies that · · · ⊗ 1⊗ · · · = 0. Further, if we have a transcendental function, Fn(z1, . . . , zk) of

weight n, whose symbol is

S(Fn(z1, . . . , zk)) =
∑

i1,...,in

ci1...in ai1 ⊗ · · · ⊗ ain , (2.169)

with cin...in ∈ Q, and ai are rational functions of (z1, . . . , zn), then the derivative acts on the last entry

of the symbol,

S
Ä ∂
∂zj

Fn(z1, . . . , zk)
ä
=

∑
i1,...,in

ci1...in ai1 ⊗ · · · ⊗ ain−1

∂

∂zj
ain . (2.170)
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If Disc|zj=p is the discontinuity of F around the branch point zj = p, then

S
Ä
Disc F (z1, . . . , zk)|zj=p

ä
=

∑
i1,...,in

Disc log ai1|zj=p · ci1...in ai2 ⊗ · · · ⊗ ain , (2.171)

where

Disc log ai1|zj=p =

2πi, if ai1 has a zero for zj = p,

0, otherwise.
(2.172)

However the symbol is blind to iπ, so if ρn − 1 = 0 and ρn is the n-th root of unity,

· · · ⊗ ρn ⊗ · · · = 0 . (2.173)

Likewise, it is blind to MZVs,

· · · ⊗ ζm1,...,mk
⊗ · · · = 0 , (2.174)

i.e. the symbol map is not injective. In fact, besides factors of iπ and MZVs, the kernel of the symbol

map contains also combinations of transcendental numbers [54].

We note that, up to iπ terms, the symbol is equivalent to the maximal iteration of the coproduct

of a function Fn of weight n,

S(Fn) = ∆1, . . . , 1︸ ︷︷ ︸
n

Fn mod iπ , (2.175)

which is an n-fold tensor product of functions of weight one, i.e. logarithms, which can also be

written recursively, like the symbol,

∆1,...,1(Fn) =
∑
i

∆1,...,1(Fi,n−1)⊗ logRi , (2.176)

and whose differentiation is

(id⊗ d) ∆1,...,1(Fn) =
∑
i

∆1,...,1(Fi,n−1)⊗ dlogRi , (2.177)

which is consistent with the definition (2.167) of the symbol as a total differential.

Finally, since the symbol is included in a coproduct element, it inherits all the properties of the

coproduct, like e.g. the shuffle product,

S(F G) = S(F ) ⊔⊔ S(G) . (2.178)

The symbol is of great interest, because being related to the total differential of an iterated

integral, it is linked to the canonical form of the differential equations. Further, the total differential

of Fn has one less weight than Fn, so it is often easier to obtain than Fn itself. For example, for

many amplitudes in planar N = 4 SYM, the symbol of the amplitude is known, but the amplitude
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itself is not.

Finally, a necessary condition for two expressions written in terms of MPLs to be equal is that

they have the same symbol, but it is not sufficient because the symbol, being blind to iπ terms and

to MZVs, has a loss of information, in fact the maximal loss among coproduct elements.

Given a tensor,

T =
∑

i1,...,ik

ci1...ik ai1 ⊗ · · · ⊗ aik , with ci1...ik ∈ Q , (2.179)

a function F , such that S(F ) = T , exists if and only if T satisfies the integrability condition,

∑
i1,...,ik

ci1...ik dlog aij ∧ dlog aij+1
ai1 ⊗ · · · ⊗ aij−1

⊗ aij+2
· · · ⊗ aik = 0 , (2.180)

for all 1 ≤ j ≤ k − 1, and where ∧ is the wedge product on differential forms. However, there is no

algorithm to construct such a function F .

2.6.10 The functional equations for multiple polylogarithms

We discuss now how the Hopf algebra helps in deriving functional equations for MPLs, which are

the third-millennium analog of the logarithmic tables. In order to examine the relation between

two functions Fn and Gn of weight n, we decompose them into lower-weight functions using the

coproduct, and exploit the relations among the latter, assuming that they are known.

We assume that if the two functions Fn and Gn share the same reduced coproduct,

∆
′
(Fn) = ∆

′
(Gn) , (2.181)

then

Fn = Gn +
∑
i

ci Pi,n , (2.182)

where ci ∈ Q and the Pi,n are constant primitive elements of weight n. The Pi,n may be powers of π,

ζn values and Clausen values of the roots of unity,

Cln
Äkπ
N

ä
=

Re
Ä
Lin(e

ikπ/N)
ä
, even n

Im
Ä
Lin(e

ikπ/N)
ä
, odd n

(2.183)

The undetermined constants can then be fixed by evaluating Fn and Gn at fixed points.

We display the procedure on the inversion relation. At weight 1, we know that

Li1
Ä1
z

ä
= −log

Ä
1− 1

z

ä
= −log(1− z) + log(−z) = −log(1− z) + log z − iπ . (2.184)
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At weight 2, we take the coproduct element,

∆1,1

Ä
Li2
Ä1
z

ää
= Li1

Ä1
z

ä
⊗ log

Ä1
z

ä
= log(1− z)⊗ log z − log z ⊗ log z + iπ ⊗ log z

= ∆1,1

Ä
− Li2(z)−

1

2
log2z + iπlog z

ä
, (2.185)

where we have used the inversion relation (2.184), and that ∆(iπ) = iπ ⊗ 1. Note that with the

symbol, we would have missed the iπ term. Since ∆
′
(F2) = ∆

′
(G2), the arguments on the left-

and right- hand sides must be equal up to primitive elements, which are supposed to be weight-two

constants, with coefficients to be determined,

Li2
Ä1
z

ä
= −Li2(z)−

1

2
log2z + iπlog z + aζ2 , (2.186)

with a ∈ Q. Setting z = 1, we have

ζ2 = −ζ2 + aζ2 ⇒ a = 2, (2.187)

thus

Li2
Ä1
z

ä
= −Li2(z)−

1

2
log2z + iπlog z + 2ζ2 . (2.188)

At weight three, we take the coproduct element,

∆1,1,1

Ä
Li3
Ä1
z

ää
= Li1

Ä1
z

ä
⊗ log

Ä1
z

ä
⊗ log

Ä1
z

ä
= −log(1− z)⊗ log z ⊗ log z + log z ⊗ log z ⊗ log z − iπ ⊗ log z ⊗ log z

= ∆1,1,1

Ä
Li3(z) +

1

6
log3z − iπ

2
log2z

ä
. (2.189)

The missing terms, that cannot be detected by ∆1,1,1 must be of type ζ2 log z, ζ3, (iπ)
3. So, in order

to catch (ζ2log z) terms, we look at ∆2,1,

∆2,1

Ä
Li3
Ä1
z

ä
−
Ä
Li3(z) +

1

6
log3z − iπ

2
log2z

ää
= Li2

Ä1
z

ä
⊗ log

Ä1
z

ä
− Li2(z)⊗ log z − 1

2
log2z ⊗ log z + (iπlog z)⊗ log z

= −
(
−����Li2(z)−

�
�
�
�1

2
log2z +����iπlog z + 2ζ2

)
⊗ log z

−����Li2(z)⊗ log z − 1

2 ���log2z ⊗ log z +�����(iπlog z)⊗ log z

= −2 ζ2 ⊗ log z

= ∆2,1(−2 ζ2 log z) , (2.190)
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where we have used the inversion relation (2.188), so

Li3
Ä1
z

ä
= Li3(z) +

1

6
log3z − iπ

2
log2z − 2ζ2log z + aζ3 + biπ3 , (2.191)

with a, b ∈ Q. Setting z = 1, we have

ζ3 = ζ3 + aζ3 + biπ3 ⇒ a = b = 0, (2.192)

so

Li3
Ä1
z

ä
= Li3(z) +

1

6
log3z − iπ

2
log2z − 2ζ2log z . (2.193)

2.6.11 Single-valued multiple polylogarithms

Single-valued functions are real analytic functions on the complex plane. Conversely, classical poly-

logarithms are multi-valued functions, of which in eq. (2.162) we computed the discontinuity,

Disc(Lin(z)) = 2πi
logn−1z

(n− 1)!
.

However, one can build linear combinations of classical polylogarithms, such that all branch cuts

cancel. The single-valued classical polylogarithm [55] is

P SV
n = Rn

î n−1∑
k=0

2kBk

k!
logk|z| Lin−k(z)

ó
, Rn =

Re, odd n

Im, even n
(2.194)

and with Bk the Bernoulli numbers.

Likewise, one can construct single-valued versions of the HPLs, and more in general, of the MPLs.

E.g. the scalar integral of the three-mass triangle that we mentioned in eq. (2.61) can be written in

terms of single-valued MPLs [56], which are functions of z, z, defined as in eq. (2.68).

Single-valued MPLs form a shuffle algebra and a Hopf algebra, like the MPLs. In the last decade,

single-valued MPLs have been used to describe many amplitudes in QCD and in N = 4 SYM, like

e.g. the QCD soft anomalous dimension, amplitudes in multi-Regge kinematics, and the energy flow

of QCD jets.

2.7 Diagrammatic coaction

The coefficients of the Laurent expansion of a Feynman integral are periods. In the one-loop case,

these periods are MPLs, and it is possible to construct a (diagrammatic) coaction acting on one-loop

integrals, which works like the coaction on MPLs, order by order in the Laurent expansion [57].

The coaction on a one-loop integral can be written in such a way that all the first entries are
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Feynman integrals, while the second entries are cuts of the original integral, e.g. on a massless bubble,

Figure 2.16: Coaction on the massless bubble.

with = −cΓ
ϵ

(−p2)−ϵ ,

where cΓ is an ubiquitous one-loop factor,

cΓ =
eγEϵ Γ2(1− ϵ)Γ(1 + ϵ)

Γ(1− 2ϵ)
, (2.195)

and = −e
γEϵ Γ(1− ϵ)

Γ(1− 2ϵ)
(p2)−ϵ .

Further, on the three-mass triangle,

that we introduced in eq. (2.61), the reduced coaction (i.e. without the two trivial terms) is

∆
′
(3-mass triangle)

= log(−p21)⊗ log
Äz(1− z)

z(1− z)

ä
+ log(−p22)⊗ log

1− z

1− z
+ log(−p23)⊗ log

z

z
, (2.196)

which shows that in the case of massless propagators all the first entries of weight one in the coaction

are logarithms of Mandelstam invariants. This is called first-entry condition. First entries are related

to discontinuities and reflect the fact, that we already treated when discussing unitarity in sec. 2.1,

that Feynman integrals with massless propagators can only have branch points when Mandelstam

invariants vanish or are infinite.

Since branch points or singularities occur when the Landau equations are satisfied, the diagram-

matic coaction formulation allows one to characterise thoroughly the pinch-singularity surfaces at

one loop.

2.8 Differential equations

The integration-by-part identities (see app. E and app. H.49) allow one to reduce the scalar integrals

to a linearly independent set of scalar integrals called master integrals. The differential equations
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in the external parameters (masses or Mandelstam invariants) provide a method of computing the

master integrals.

For n external parameters xj and k master integrals fB, one obtains a system of n first-order

partial differential equations (PDE),

∂ifB(xj; ϵ) = A
(i)
BC(xj; ϵ) fC(xj; ϵ) , (2.197)

with i = 1, . . . , n and B,C = 1, . . . , k and where Ai are k × k matrices, whose entries are rational

functions of the external parameters and of ϵ.

On the example of Higgs production from gluon fusion, which is mediated by a top-quark loop,

in app. H.50 you have seen all the main features of the system of PDEs, namely that:

• It fulfills an integrability condition,

∂iA
(j) − ∂jA

(i) + [A(j), A(i)] = 0 . (2.198)

Note that the system of PDEs can also be cast as a differential form, df +A(x; ϵ)f = 0, where

A =
n∑

i=1

A(i) dxi is a matrix-valued one-form. Then the integrability condition is dA+A∧A = 0.

• it is possible to rotate the basis of master integrals,

f⃗ ′ = T (x; ϵ) f⃗ , (2.199)

where T (x; ϵ) is a k × k matrix. Then

Ã(i) = (∂iT ) T
−1 + T A(i) T−1 , (2.200)

In differential forms, Ã is a connection,

Ã = (dT ) T−1 + T A T−1 (2.201)

If A(i) can be rotated to an ϵ− independent form,

Ã(i)(x; ϵ) = ϵĀ(i)(xj) , (2.202)

with

Ā(i)(xj) =
L∑

ℓ=1

C
(i)
ℓ wℓ , (2.203)

where C
(i)
ℓ are k × k matrices (C

(i)
ℓ )AB, whose entries are rational numbers, wℓ are L Q-linear in-

dependent differential forms, called the letters, with only simple poles in x, the system of PDEs

becomes

∂ig⃗(xj; ϵ) = ϵ ∂iĀ
(i)(xj) g⃗(xj; ϵ) , (2.204)
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and it is said to be in canonical form [58]. In app. H.51, the system of PDEs in canonical form is

worked out on the example of Higgs production from gluon fusion.

Parametrising the differential forms, γ∗(wi) = pi(λ) dλ, on the unit interval [0, 1], such that a line

integral is given by,

∫
γ
wi =

∫
(0,1)

γ∗(wi) =
∫ 1

0
dλ pi(λ) , (2.205)

the solution g⃗(xj; ϵ) can be written as

g⃗(xj; ϵ) = P exp

Ç
ϵ
∫
γ
dĀ

å
g⃗0(ϵ) , (2.206)

where P is the path ordering on the integration contour γ, and g⃗0 is a boundary term. Eq. (2.206) is

to be expanded in ϵ ,where the n-th term in the expansion is a Q-linear combination of n-fold iterated

integrals, ∫
γ
w1 · · ·wn =

∫
0≤λn≤...≤λ1≤1

dλ1 p1(λ1) · · · dλn pn(λn) . (2.207)

If wi = dlog(ai(x)), where ai are polynomials in x, then pi(λ) dλ =
dλ

λ− zi
, where zi are the singu-

larities, and the iterated integrals are MPLs,

∫
γ
w1 · · ·wn =

∫ λ

0

dλ1
λ1 − z1

∫ λ1

0

dλ2
λ2 − z2

· · ·
∫ λn−1

0

dλn
λn − zn

= G(z1, . . . , zn;λ) . (2.208)

In practice, when the system is in canonical form (2.204), we Taylor expand the vector of master

integrals,

g⃗(xj; ϵ) =
∞∑

m=0

ϵmg⃗m(xj) , (2.209)

and the system of PDEs is solved recursively in ϵ,

∂ig⃗m(xj) = ∂iĀ
(i)(xj) g⃗m−1(xj) , m ≥ 1 . (2.210)

Note also that in some cases, usually when there are massive propagators, like in Higgs production

from gluon fusion examined in app. H.51, the rotation to an ϵ-independent form introduces alge-

braic factors (square roots) in the A matrices. Then a (coordinate) transformation of the external

parameters base (x1, . . . , xn),

A =
n∑

i=1

A(i)dxi → A′ =
n∑

i,j=1

A(i) ∂xi
∂x′j

dx′j , (2.211)

is necessary to put back the A matrices in rational form.

In fact, in Higgs production from gluon fusion, after the rotation to an ϵ-independent form and

a change of variables
m2

H

m2
t

= −(1− x)2

x
to rationalise back the A matrices, there is one external

parameter, x, three master integrals, and two letters, x and 1 + x, and the differential equation in
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canonical form is

∂xg⃗(x; ϵ) = ϵ ∂xĀ(x) g⃗(x; ϵ) , (2.212)

with

Ā(x) =

á
0 0 0

−1 1 0

0 −1 0

ë
logx+

á
0 0 0

0 −2 0

0 0 0

ë
log(1 + x) , (2.213)

∂xĀ(x) =

á
0 0 0

−1 1 0

0 −1 0

ë
1

x
+

á
0 0 0

0 −2 0

0 0 0

ë
1

1 + x
. (2.214)

Since the letters are x and 1 + x, g⃗(x; ϵ) can be written in terms of HPLs (2.81), see app. H.51.

In app. H.51, you have seen how working on the maximal cut, where all sub-topologies vanish,

helps in finding the canonical form. The big questions are: when can we put a system of PDEs in

canonical form? And how?

There are no (as yet) general answers.

In the case of Feynman integrals evaluating to MPLs, there are algorithms to find a rotation

f⃗ ′ = T (x; ϵ) f⃗ of the basis of master integrals to achieve the canonical form, provided that T (x; ϵ) is

rational in the external parameters x. There are also algorithms to transform the external parameter

base (x1, . . . , xn), in order to rationalise the square roots. But those algorithms have limitations.

To further complicate the scenario, not all Feynman integrals evaluate to MPLs. There are also

Feynman integrals associated to elliptic curves. In that case, an ϵ-independent form of A(i) can

sometimes be achieved.

2.9 Elliptic integrals and elliptic curves

We explore here a topic which is at the forefront of research in Amplitudes: elliptic integrals. As

discussed in sec. 2.5, the coefficients of the Laurent expansion of a Feynman integral are periods. In

the one-loop case, those periods are MPLs. At two loops and beyond, those periods may also be

elliptic integrals. This usually happens when there are internal masses, i.e. massive propagators, in

the loops. But it also occurs in massless two-loop scalar integrals with ten or more legs. Elliptic

integrals were introduced first in 1962 by Sabry in the two-loop electron self-energy. They reached

maturity in the last decade, but it is only in the last three years that a systematic study of their

properties has been undertaken.

Let us look at the paradigm case: the equal-mass sunrise integral, with p2 = s,

=
∫
ddk1 d

dk2
1

(k21 −m2)(k22 −m2)((p+ k1 + k2)2 −m2)
.
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We introduce the Feynman parametrisation (2.53), perform the loop integrals and, up to an

overall factor, we get

I =
∫ 1

0
da1 da2 da3 δ(1− a1 − a2 − a3) U

3− 3d
2 F d−3 , (2.215)

where

U = a1a2 + a2a3 + a3a1

F = (a1 + a2 + a3) U m2 − a1a2a3 s ,
(2.216)

Note that U and F are homogeneous polynomials of degree two and three respectively, so the inte-

gration on the domain 0 ≤ ai ≤ 1 with a1 + a2 + a3 = 1, can also be performed on the projective

domain,

σ = {[a1 : a2 : a3] ∈ P3 / ai ≥ 0} . (2.217)

A theorem due to Cheng and Wu states that a projective Feynman integral has the same value when

integrated over the domain,

σ = {ai ≥ 0 /
∑
i∈S

ai = 1} , (2.218)

where S is a non-empty subset of {a1, . . . , an}. In practice, we may choose S = {a1}, do the integral∫
da1 δ(1− a1) by setting a1 = 1, and we get

I =
∫ ∞

0
da2 da3 U

3− 3d
2 F d−3 , (2.219)

with

U = a2 + a3 + a2a3 ,

F = (1 + a2 + a3) U m2 − a2a3 s . (2.220)

Dimensional-shift relations relate integrals in d dimensions to integrals in (d− 2) dimensions. In

the sunrise integral, it is convenient to compute the integral in 2− 2ϵ dimensions because its Laurent

expansion has no ϵ poles in 2− 2ϵ, I =
∞∑
n=0

In ϵ
n, and because the I0 term in the expansion has no U

term,

I =
∫ ∞

0
da2

∫ ∞

0
da3

1

F
, (2.221)

We can view F as a second-order polynomial in a2,

F = A a22 +B a2 + C = A (a2 − a+)(a2 − a−) , (2.222)
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with

a± =
a3s− (a23 + 3 a3 + 1) m2 ±

»
D(a3)

2(a3 + 1) m2
,

D(a3) = (a23 + a3 + 1)2 m4 − 2a3(a
2
3 + 3 a3 + 1) m2s+ a23 s

2 , (2.223)

so we get

1

F
=

1

A (a2 − a+)(a2 − a−)
=

1

A

1

a+ − a−

Ä 1

a2 − a+
− 1

a2 − a−

ä
=

1»
D(a3)

Ä 1

a2 − a+
− 1

a2 − a−

ä
. (2.224)

Then we can do easily the integrals over a2. The contributions at a2 → ∞ cancel each other, and we

get

I0 =
∫ ∞

0
da3

log
Åa3 s− (a23 + 3 a3 + 1) m2 −

»
D(a3)

a3 s− (a23 + 3 a3 + 1) m2 +
»
D(a3)

ã»
D(a3)

, (2.225)

where D(a3) is a degree-four polynomial in a3. This is an elliptic integral.

The name comes from the integral over an arc length of an ellipse. In sec. 2.5, we said that the

perimeter of an ellipse with radii a and b is

I = 4
∫ b

0
dη

√
1 +

a2 η2

b4 − b2 η2
, with b > a . (2.226)

Changing variable η = b x, we can also write it as

I = 4b
∫ 1

0
dx

√
1− k2x2

1− x2
, with k2 = 1− a2

b2

= 4b
∫ 1

0
dx

1− k2x2»
(1− x2)(1− k2x2)

. (2.227)

For k2 = 0, we get the perimeter of the circumference, 4
∫ 1
0 dy (1− x2)−1/2,

So the problem of determining an arc length of an ellipse is equivalent to evaluating the integral,

∫
dx

1− k2x2

y(x)
, with y2(x) = (1− x2)(1− k2x2) , (2.228)

which is called elliptic integral. Since the square root of a quartic polynomial appears in the denomi-

nator, by analogy, the square root of a quartic polynomial, with different roots is called elliptic curve,

although, per se, it has nothing to do with an ellipse. Cubic and quartic polynomials with different
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roots yield elliptic curves, which we list here in the most used forms,

y2 = x3 + A x+B , Weierstrass form , (2.229)

y2 = x(x− 1)(x− λ) , Legendre form , (2.230)

y2 = (1− x2)(1− k2 x2) , Jacobi form . (2.231)

In the app. G we review the elliptic curve in Weierstrass form. In app. H.61, we see how to pass from

the Weierstrass form to the Legendre and Jacobi forms.

Let us consider an elliptic curve,

E : y2 = x(x− 1)(x− λ) , (2.232)

in Legendre form over Ĉ = C ∪ {∞} ≈ CP1 = P1(C), which is topologically a 2-sphere, and let us

take the holomorphic differential form, ω =
dx

y
. The integral,

∫ P

O
ω =

∫ x

∞

dt»
t(t− 1)(t− λ)

, (2.233)

is path dependent, because the square root is double valued. The branch points are at 0, 1, λ,∞. We

may glue together two copies of CP1 along the branch cuts and form a torus, which has genus 1, as

seen below in fig. (2.17).

Figure 2.17: Left panel: Sphere with the location of the branch points on it. Right panel: Two copies
of the sphere glued together to form a torus.

Figure 2.18: Closed contours on the complex plane, on the sphere and on the torus.

The integrals on the closed contours α and β,

ω1 =
∮
α
ω, ω2 =

∮
β
ω , (2.234)

are (non-zero) complex numbers. They are called the periods of the elliptic curve (not to be confused

with the periods as numbers).
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The k-th homology group Hk(X) of a topological space X describes basically the k-dimensional

holes in X. The circle S1, has a one-dimensional hole.

Figure 2.19: Circle S1.

The first homology group of the circle is H1(S1) = Z, i.e. an abelian group, which is generated

by a closed contour α around the one-dimensional hole. Then the elements of H1(S1) can be written

as nα, with n ∈ Z, i.e. any two paths on S1 differ by a path which is homologous to nα, and any

integral
∫ p

O
ω is defined up to the addition of n

∮
α
ω.

Since the torus T may be defined as the product of two circles, T = S1×S1, it has two independent

one-dimensional holes and its first homology group is H1(T ) = Z×Z, which is generated by the closed

contours a and β of eq. (2.234). Thus any two paths on T differ by a path which is homologous to

n1α + n2β, for n1, n2 ∈ Z, and any integral,

∫ P

O
ω =

∫ x

∞

dt»
t(t− 1)(t− λ)

, (2.235)

is defined up to the addition of n1ω1 + n2ω2.

When the periods ω1 and ω2 are R-linearly independent, i.e. there is no λ ∈ R, such that ω1 = λω2,

we define the lattice,

Λ = {n1ω1 + n2ω2 / n1, n2 ∈ Z} . (2.236)

Λ is a subgroup of C, and the quotient space C/Λ, i.e. the torus, is a group. The fundamental cell

D is the parallelogram spanned by the periods of the lattice,

D = {z + t1ω1 + t2ω2 / 0 ≤ t1, t2 ≤ 1} . (2.237)

Figure 2.20: A graphical representation of a lattice with its fundamental cell.

Meromorphic functions on C/Λ are meromorphic functions on C, which are (doubly) periodic with

respect to Λ. An elliptic function, with respect to Λ, is a meromorphic function f(z) on C which is
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invariant under translations by the periods ωi,

f(z + ω) = f(z), ∀ z ∈ C, ∀ω ∈ Λ . (2.238)

The set of elliptic functions is C(Λ), and it is a field. A holomorphic elliptic function, i.e. one with no

poles, is constant. In fact, since the function is holomorphic, it is bounded on the fundamental cell,

which is a compact set, but then due to its periodicity it is bounded on all of C, and by Liouville’s

theorem it is constant. Similarly, an elliptic function with no zeros is constant.

Given an elliptic function f(w), with w ∈ C, we can examine its residue and its order of vanishing,

i.e. its number of zeros. Since f is elliptic, the residue and the order of vanishing do not change if

we replace w, by w + ω, ∀ ω ∈ Λ. So it is enough to consider the residue and the order of vanishing

on the fundamental cell D.

We choose the fundamental cell D of Λ, such that f(z) has no zeros or poles on the boundary

∂D of D. The residue theorem implies that

∑
w∈C/Λ

Resw(f) =
1

2πi

∫
∂D
dz f(z) . (2.239)

Since f is periodic in ω1 and in ω2, f(z+ω) = f(z), the integrals along the opposite sides of the cell

cancel, so the integral around the boundary ∂D vanishes,

∑
w∈C/Λ

Resw(f) = 0 . (2.240)

Also f ′(z) is periodic, and since Resw

(
f

′

f

)
= ordw(f), we have that

∑
w∈C/Λ

Resw

(
f

′

f

)
=

∑
w∈C/Λ

ordw(f) = 0 , (2.241)

i.e. the number of zeros equals the number of poles.

The order of an elliptic function is its number of poles (or zeros), weighted by multiplicity, in

the cell D. A non-constant elliptic function must have at least two poles or a double pole, because

if it had a single simple pole, eq. (2.240) implies that its residue vanishes, thus the function f is

holomorphic, and hence constant. So a non-constant elliptic function has order ≥ 2.

We introduce the Weierstrass ℘ function on Λ,

℘(z) =
1

z2
+

∑
ω∈Λ, ω ̸=0

Å 1

(z − ω)2
− 1

ω2

ã
, (2.242)
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and the Eisenstein series of weight 2k on Λ,

G2k =
∑

ω∈Λ, ω ̸=0

ω−2k . (2.243)

Theorem 1: (the proof is given in Silverman’s book [59])

• G2k is absolutely convergent ∀ k > 1.

• ℘(z) is absolutely and uniformly convergent on every compact subset of C\Λ. The series defines
a meromorphic function on C with a double pole with null residue at each lattice point, and no

other poles.

• ℘(z) is an even elliptic function.

The derivative of the Weierstrass ℘ function is

℘′(z) = −2
∑
ω∈Λ

1

(z − ω)3
, (2.244)

℘′(z) is also an elliptic function, ℘′(z + ω) = ℘′(z).

Theorem 2: (proof in Silverman’s book [59]).

For a lattice Λ ⊂ C,

C(Λ) = C(℘(z), ℘′(z)) , (2.245)

i.e. every elliptic function is a rational combination of ℘(z) and ℘′(z).

Theorem 3: (see app. H.62)

The Laurent series for ℘(z) around z = 0 is

• ℘(z) =
1

z2
+

∞∑
k=1

(2k + 1) G2k+2 z
2k.

• ∀ z ∈ C\Λ, ℘′(z)2 = 4 ℘(z)3 − 60 G4 ℘(z)− 140 G6.

We set g2 = 60 G4, g3 = 140 G6, then

℘′(z)2 = 4 ℘(z)3 − g2 ℘(z)− g3 . (2.246)

Differentiating the equation above, we obtain

2 ℘′′(z) ℘′(z) = 12 ℘′(z) ℘(z)2 − g2 ℘
′(z) . (2.247)

i.e.

℘′′(z) = 6 ℘(z)2 − g2
2
. (2.248)
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Further differentiating,

℘′′′(z) = 12 ℘′(z) ℘(z) , (2.249)

℘′′′′(z) = 12 (℘′′(z) ℘(z) + ℘′(z)2)

= 12
ÅÅ

6 ℘(z)2 − g2
2

ã
℘(z) + 4 ℘(z)3 − g2 ℘(z)− g3

ã
= 12

Ç
10 ℘(z)3 − 3

2
g2 ℘(z)− g3

å
, (2.250)

and so on, i.e. all the derivatives of the ℘-function are polynomials in the ℘-function and its derivative

℘′, in agreement with the fact that every elliptic function is a rational combination of ℘(z) and ℘′(z).

Next, we show that the polynomial in ℘(z),

℘′(z)2 = 4 ℘(z)3 − g2 ℘(z)− g3 , (2.251)

has distinct roots, and so a discriminant (see Appendix G),

∆ = g32 − 27 g2 ̸= 0 . (2.252)

Λ is periodic. Invariance under translations implies that for 2w ∈ Λ, ℘′(z) has the same value at w

and −w. Further, since {ω1, ω2} are a basis for Λ, we can take ω3 = (ω1 + ω2), and since ℘′(z) is

odd, we have

℘′Äωi

2

ä
= −℘′Ä− ωi

2

ä
= −℘′Äωi

2

ä
, i = 1, 2, 3 . (2.253)

So ℘′
Äωi

2

ä
= 0, and we can write

℘′(z)2 = 4
Ä
℘(z)− ℘

Äω1

2

ääÄ
℘(z)− ℘

Äω2

2

ääÄ
℘(z)− ℘

Äω3

2

ää
, (2.254)

with ℘
Äω1

2

ä
+ ℘
Äω2

2

ä
+ ℘
Äω3

2

ä
= 0.

Likewise, an elliptic curve,

y2 = 4 x3 − g2 x− g3 , (2.255)

has distinct roots, so for a1 ̸= a2 ̸= a3 it can be written as

y2 = 4 (x− a1)(x− a2)(x− a3) , (2.256)

with a1 + a2 + a3 = 0.

The periods ω1, ω2 of the elliptic curve (2.256) take the form,

ω1 =
√
a3 − a1

∫ a2

a1

dx

y
= 2 K

Ä√a2 − a1
a3 − a1

ä
, (2.257)

ω2 =
√
a3 − a1

∫ a2

a3

dx

y
= 2i K

Ä√a3 − a2
a3 − a1

ä
, (2.258)
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where K(λ) is the complete elliptic integral of the first kind (see app. F).

As we said, ω1 and ω2 are R-linearly independent, so when the roots a1, a2, a3 are real, ω1 can be

chosen to be real, then ω2 must be complex, i.e. it must have an imaginary part.

2.9.1 Elliptic polylogarithms

After partial fractioning the integrand of an integral with elliptic curves in the denominator, we only

need to consider integrals of the form,

∫
dx

y
xk,

∫
dx

y (x− c)k
, (2.259)

where k ∈ Z and c is a constant.

Integrating by parts, the integrals above can be reduced to a linear combination of

∫
dx

y
,

∫
x dx

y
,

∫
dx

y (x− c)
, (2.260)

which play the same role as the master integrals.

The elliptic polylogarithms (eMPL) may be defined in terms of the coordinates (x, y) of the elliptic

curve,

E3

Ån1 . . . nk

c1 . . . ck
;x, a⃗

ã
=
∫ x

0
dt ϕn1(c1, t) E3

Ån2 . . . nk

c2 . . . ck
; t, a⃗

ã
, (2.261)

with ni ∈ Z, ci ∈ Ĉ, a⃗ = (a1, a2, a3) is the vector of the singularities of the elliptic curve and

E3(;x, a⃗) = 1. We assume here that the elliptic curve is a cubic polynomial.

Since we want elliptic polylogarithms to have at most logarithmic singularities, each ϕn can have

at most simple poles. In particular, for n = 0,

ϕ0(x) =

√
a3 − a1
2 y

=

√
a3 − a1

2
»
(x− a1)(x− a2)(x− a3)

. (2.262)

w =
dx

2y
is the differential of the elliptic curve, it is holomorphic and non-vanishing (see App. G),

thus ϕ0 is free of poles, and
∫
dx ϕ0 is related to the incomplete elliptic integral of the first kind.

ϕ±1(c, x) have a simple pole at x = c,

ϕ1(c, x) =
1

x− c
, ϕ−1(c, x) =

yc
y (x− c)

, (2.263)

with yc = (c− a1)(c− a2)(c− a3).

ϕ−1 can be reduced to simpler integrals using the IBP, ϕ1 is the integration kernel of MPLs, so
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MPLs are a subset of eMPLs,

E3

Ån1 . . . nk

c1 . . . ck
;x
ã
= G(c1, . . . , ck;x) . (2.264)

The details of how the ϕn for |n| ≥ 2 are chosen and constructed can be found in ref. [60].

2.9.2 Isogenies

Since elliptic curves are characterised also by a zero point, given two elliptic curves E and E
′
, an

isogeny is a map that preserves the zero point,

ϕ : E → E
′

s.t. ϕ(0) = 0 . (2.265)

If P = (x, y) is a point on E: y2 = x3 + A x + B, an isogeny that elliptic curves have is the

multiplication by n: P → nP . Then the x- and y- coordinates of nP are rational functions of the x-

and y-coordinates of P .

Consider two elliptic curves E and E
′
with lattices Λ and Λ

′
. The elliptic curves have complex

multiplication if there is an isogeny,

ϕ : C/Λ → C/Λ
′
/ ϕ(z) = c z mod Λ

′
, (2.266)

for a complex number c ∈ C. Hence c Λ ⊂ Λ
′
. If c Λ = Λ

′
, then E and E

′
are isomorphic. Two

isomorphic curves have the same j-invariant (see App. G), j = j
′
.

E.g. for the equal-mass sunrise integral, we have found an elliptic integral with elliptic curve,

y2 = (1− x2)(1− k2 x2) . (2.267)

We could have also looked at the maximal cut. This would yield an elliptic integral with an elliptic

curve given by another quartic polynomial. The two elliptic curves would be isogenic, but not

isomorphic.

If E and E
′
are isomorphic, c Λ = Λ

′
, and all the lattices with periods ω1 and ω2 are equivalent

to a lattice with periods 1 and τ =
ω2

ω1

. Λ and Λ
′
are called homothetic, τ is called fundamental

lattice period or modular parameter.

2.9.3 Iterated integrals on a torus

The similarity between the elliptic curve E (2.255),

y2 = 4 x3 − g2 x− g3 = 4 (x− a1)(x− a2)(x− a3) , (2.268)
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over C, and the elliptic function (2.251),

℘
′2 = 4 ℘3 − g2 ℘− g3 = 4 (℘− a1)(℘− a2)(℘− a3) , (2.269)

on the torus C/Λ, is not a coincidence.

The uniformization theorem says that every elliptic curve over C is parametrised by elliptic func-

tions, precisely that if A and B are complex number such that ∆ = A3−27 B2 ̸= 0, there is a unique

lattice Λ ⊂ C, such that g2(Λ) = A and g3(Λ) = B. The proof uses the theory of modular functions,

i.e. functions whose domain is the set of lattices in C (which we will only mention briefly).

A consequence of the uniformization theorem is that there is a complex analytic isomorphism,

F : E(C) → C/Λ / F (P ) =
∫ P

O

dx

y
mod Λ , (2.270)

in particular the differential
dx

y
on E “pulls back” to

d℘(z)

℘′(z)
= dz on C/Λ, and to a point [x, y, 1] on

E is associated a point z = [℘(z), ℘′(z), 1] on the torus C/Λ,

[x, y, 1] → [℘(z), ℘′(z), 1] . (2.271)

If y = 0, then x = ai. Correspondingly, on the torus C/Λ, we have ℘
′
(z) = 0, when z =

ωi

2
, i.e. on

the half-periods, so

[ai, 0, 1] →
ï
℘
Åωi

2

ã
, 0, 1

ò
. (2.272)

If y ̸= 0, then F (z) = ℘(z)− x is an elliptic function, with a double pole at z = 0 on C/Λ. Since an

elliptic function has equal numbers of zeros and poles, then F (z) has two zeros or a double zero on

C/Λ, thus ℘(z) = x has two solutions, which differ by a sign since ℘(z) is even.

Since every elliptic function is a rational combination of ℘(z) and ℘′(z), if R(x, y) is a rational

function of two variables, R(x, y) on E is mapped to R((℘(z), ℘′(z))) on C/Λ and vice-versa, so the

field of elliptic function on the torus is isomorphic to the field of rational functions on elliptic curves.

An abelian differential on E is a differential form of type dx R(x, y). There are three types of

abelian differentials: those of the first kind are holomorphic on E; those of the second kind are mero-

morphic, but the residue at every point must vanish; those of the third kind are meromorphic, with

non-vanishing residues. Now, we examine how abelian differentials on E are mapped to differential

forms on the torus C/Λ.

We already know that w =
dx

2y
is holomorphic and non-vanishing on E, so it is of the first kind,

and it is mapped to the holomorphic differential
d℘(z)

℘′(z)
= dz on C/Λ.

x dx

y
has a double pole without residue at infinity, so it is of the second kind, and on C/Λ it

corresponds to ℘(z) dz =
dz

z2
+O

Ä
z0
ä
.
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dx

y (x− c)
has a simple pole at x = c, with residue y =

»
f(xc), so it is of the third kind.

In general, an abelian differential on E is mapped to the differential form f(z) dz on C/Λ, with

f(z) an elliptic function. However, f(z) has at least two poles, so an abelian differential cannot have

a simple pole. This is related to the fact that the primitive F of an elliptic function F (z) =
∫ z

z0
dt f(t)

is not periodic, because the lower integration limit z0 breaks the invariance under translations by

periods. So

F (z + ω) =
∫ z+ω

z0
dt f(t) = F (z) + C , (2.273)

where C is a constant (with respect to z) that may depend on ω,

C =
∫ z+ω

z
dt f(t) =

∫ ω

0
dt f(t) . (2.274)

F (z) is called quasi-periodic. An example of quasi-periodic function is the Weierstrass ζ function,

ζ(z) =
1

z
−
∫ z

0
dt
Ä
℘(t)− 1

t2

ä
=

1

z
−
∫ z

0
dt

∑
ω∈Λ,ω ̸=0

Ä 1

(t− ω)2
− 1

ω2

ä
=

1

z
+

∑
ω∈Λ,ω ̸=0

Ä 1

z − ω
+

1

ω
+

z

ω2

ä
. (2.275)

Note that
dζ(z)

dz
= − 1

z2
−

∑
ω∈Λ,ω ̸=0

Ä 1

(z − ω)2
− 1

ω2

ä
= −℘(z) , (2.276)

so the Weierstrass ζ function is a primitive, up to a sign, of the ℘-function. The ζ function is not

invariant under the translations, ζ(z + ωi) = ζ(z) + 2 ζ
Äωi

2

ä
, but it has a simple pole at z = 0, so it

can be used to construct differential forms with simple poles on C/Λ.

This allows us to introduce another definition of elliptic polylogarithms, which are called iterated

integrals of modular forms,

Γ̃
Ån1 . . . nk

z1 . . . zk
; z, τ

ã
=
∫ z

0
dt g(n1)(t− z1; τ) Γ̃

Ån2 . . . nk

z2 . . . zk
; t, τ

ã
. (2.277)

Firstly, let us describe the parameter τ . As we said, lattices with periods ω1 and ω2 are isomorphic to

a lattice with periods 1 and τ = ω2/ω1, with τ the fundamental lattice period or modular parameter,

ω1 and ω2 are R-linearly independent, and we may choose ω1 ∈ R+, and ω2 with a positive imaginary

part. Thus Im(τ) > 0. So, introducing the upper half plane, H = {τ ∈ C; Im(τ) > 0}, the

isomorphism class of lattices is labelled by

Λτ = {n1 + n2τ / n1, n2 ∈ Z, τ ∈ H} . (2.278)
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On the upper half plane H acts the special linear group SL(2,R), by Möbius transformations,

γ =

Ñ
a b

c d

é
: H → H, z → γ(z) =

a z + b

c z + d
, (2.279)

with det(g) = 1.

H is mapped to H because

Im
Ä
γ(z)

ä
=

Im(z)

|c z + d|2
, (please check) . (2.280)

γ and −γ act in the same way on H, so we take PSL(2,R) = SL(2,R)/Z2, with Z2 = {1,−1}.
Different values of τ may correspond to the same elliptic curve. They do if and only if they are

related by a PSL(2,Z) modular transformation, since Γ1 ≡ SL(2,Z) is called modular group. It is

called so because the points of Γ1/H are moduli, i.e. parameters, for the isomorphism class of lattices.

So Γ1/H is a moduli space.

A meromorphic function f : Γ1/H → C, invariant under Γ1, f(γz) = f(z), is called a modular

function. The function must be meromorphic because there are no holomorphic functions on C/Λ.

For this reason, one introduces modular forms, which are holomorphic functions on H, such that the

modular function is the quotient of two modular forms. A modular form of weight k transforms as

f
Äaz + b

cz + d

ä
= (cz + d)k f(z) , ∀ γ ∈ Γ1 . (2.281)

An example of modular forms is the Eisenstein series G2k of weight 2k, for k > 1 (for k = 1, it is a

quasi-modular form).

In the definition of the eMPLs through the Γ̃ functions (2.277), the integration kernels g(n1)(t−
z1; τ) are modular forms...
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Appendix A

n-gluon scattering

Let us consider the scattering of 2 → (n− 2) gluons,

g(−p1) + g(−pn) → g(p2) + . . .+ g(pn−1) . (A.1)

We parametrise the momenta in light-cone coordinates,

p1 = (p+i , 0; 0, 0) pn = (0, p−n ; 0, 0) ,

pi = (|pi⊥|eyi , |pi⊥|e−yi ; pix, piy), i = 2, . . . , n− 1 ,

pi⊥ = pix + ipiy, yi is the rapidity of the ith gluon . (A.2)

Momentum conservation is

−p+1 =
n−1∑
i=2

p+i ; −p−n =
n−1∑
i=2

p−i ; 0 =
n−1∑
i=2

pi⊥ . (A.3)

From eq. (1.25), for p+i ̸= 0, the Weyl spinors are

ξ+(pi) =
1

√
pi

+

Ñ
p+i

pi⊥

é
, ξ−(pi) =

1
√
pi

+

Ñ
−p∗i⊥
p+i

é
, i = 2, ..., n− 1 . (A.4)

From eq. (1.24), for p+ = 0, we use

ξ+(p) =

Ñ
0

√
p−

é
, ξ−(p) = −

Ñ√
p−

0

é
. (A.5)
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After analytic continuation, the negative-energy gluons have spinors1

ξ+(p1) = i

Ñ»
−p+1
0

é
; ξ−(p1) = i

Ñ
0»
−p+1

é
,

ξ+(pn) = i

Ñ
0»
−p−n

é
; ξ−(pn) = −i

Ñ»
−p−n
0

é
. (A.6)

The spinor products are

⟨ij⟩ = ξ†−(pi)ξ+(pj) = −pi⊥

Ã
p+j
p+i

+ pj⊥

Ã
p+i
p+j

i, j = 2, . . . , n− 1 , (A.7)

⟨1k⟩ = ξ†−(p1)ξ+(pk) = ipk⊥

Ã
−p+1
p+k

k = 2, . . . , n− 1 , (A.8)

⟨kn⟩ = ξ†−(pk)ξ+(pn) = i
»
−p−n p+k k = 2, . . . , n− 1 , (A.9)

⟨1n⟩ = ξ†−(p1)ξ+(pn) = −
»
(−p+1 )(−p−n ) = −

√
s . (A.10)

Note that the spinor products with negative-energy gluons acquire as expected a sign factor when

complex conjugated, [pk] = sign(p0k0)⟨kp⟩∗.

In fact,

[k1] = ξ†+(pk)ξ−(p1) = ip∗k⊥

Ã
−p+1
p+k

= −⟨1k⟩∗ , (A.11)

[nk] = ξ†+(pn)ξ−(pk) = i
»
−p−n p+k = −⟨kn⟩∗ , (A.12)

[n1] = ξ†+(pn)ξ−(p1) = −
»
(−p+1 )(−p−n ) = −

√
s = ⟨1n⟩∗ . (A.13)

A.1 Multi-Regge Kinematics

The multi-Regge kinematics (MRK) is defined by a strong ordering in rapidity of the outgoing gluons,

y2 >> y3 >> . . . >> yn−1 , (A.14)

with comparable transverse momenta

|p⊥2| ≃ . . . ≃
∣∣∣p⊥(n−1)

∣∣∣ . (A.15)

In light-cone coordinates, that is equivalent to the strong ordering,

p+2 >> . . . >> p+n−1 , p−2 << . . . << p−n−1 . (A.16)

1The analytic continuation to negative energy of the incoming gluons is done after any possible complex conjugation,

so e.g. ξ†+(p1) = i(
»
−p+1 , 0).
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The leading contribution to momentum conservation becomes

−p+1 ≃ p+2 , −p−n ≃ p−n−1 . (A.17)

Likewise, the leading contribution to the spinor product is

⟨ij⟩ ≃ pj⊥

Ã
p+i
p+j
, for p+i >> p+j . (A.18)

The spinor product ⟨1k⟩, ⟨kn⟩, ⟨1n⟩ are formally the same, however in computing them one retains

the leading contribution to the momentum conservation, e.g.

⟨kn⟩ = i
»
−p−n p+k ≃ i

√
p−n−1p

+
k k = 2, . . . , n− 1 ,

⟨1n⟩ = −
»
(−p+1 )(−p−n ) = −

√
s ≃

√
p+2 p

−
n−1 . (A.19)
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Appendix B

Basics of projective space

Let us consider a polynomial function of two variables, f(x, z), which is homogeneous of degree d,

f(λx, λz) = λdf(x, z) . (B.1)

Note that any function of one variable g(x) of total degree d can be made homogeneous by adding

one variable,

g(x, z) = zd g
Äx
z

ä
, (B.2)

e.g.

g(x) = x3 + x→ g(x, z) = z3
ÄÄx
z

ä3
+
x

z

ä
= x3 + xz2 . (B.3)

Of course, for a homogeneous polynomial f(x, z), if x0 is a root also λx0 is a root. Thus, we

would like to divide out by all solutions related by simple rescaling.

We say that (x1, . . . , xn+1) and (x
′
1, . . . , x

′
n+1) are equivalent if there is a λ ∈ K, such that xi = λx

′
i,

for i = 1, . . . , n+ 1. The equivalence class is [x1 : . . . : xn+1]. The projective space is

Pn(K) = {[x1 : . . . : xn+1] ∈ Kn+1/ not all xi = 0} . (B.4)

Then the solutions of a homogeneous polynomial f(x1, . . . , xn+1) belong to the projective space Pn(K),

S := {[x1 : . . . : xn+1] ∈ Pn(K)/ f(x1, . . . , xn+1) = 0} . (B.5)

If xn+1 = 0, we get the point at infinity.

In sec. 1.15, K = C and n = 1, and P1(C) is CP1.

160



Appendix C

Pfaffian

Consider a 2n× 2n antisymmetric matrix Ψ, and the set S of partitions of {1, 2, . . . , 2n} into pairs.

The elements a ∈ S can be written as

a = {(i1, j1), (i2, j2), . . . , (in, jn)} , ik < jk , i1 < i2 < . . . < in . (C.1)

There are
(2n)!

2n n!
partitions.

Then we consider the corresponding permutations,

σa =

1 2 3 4 . . . 2n− 1 2n

i1 j1 i2 j2 . . . in jn

 , (C.2)

and the product,

ψa = sgn(σa) ai1j1 ai2j2 · · · ainjn . (C.3)

Then

Pf(Ψ) =
∑
a∈S

ψa . (C.4)

Note that

Pf(Ψ)2 = det(Ψ) . (C.5)

E.g. suppose that n = 2,

Ψ =


0 a12 a13 a14

−a12 0 a23 a24

−a13 −a23 0 a34

−a14 −a24 −a34 0

 . (C.6)

There are
4!

4 · 2!
= 3 partitions, given by

pairs (1,2)(3,4) (1,3)(2,4) (1,4)(2,3)

signatures + − +

161



The Pfaffian is given by

Pf(Ψ) = a12 a34 − a13 a24 + a14 a23 . (C.7)
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Appendix D

One-loop colour decomposition

Since we are going to analyse one-loop n-gluon amplitudes in some detail, let us display their colour

decomposition.

One-loop n-gluon amplitudes may feature a gluon loop or quark loop with nf flavours of quarks.

Their trace-based colour decomposition is

M (1)
n (1, . . . , n) = gn

î
NC

∑
σ∈Sn/Zn

tr(T aσ1 · · ·T aσn )A
[1]
n;1(σ1 · · ·σn)

+
[n/2]+1∑
c=2

∑
σ∈Sn/Sn;c

tr(T aσ1 · · ·T aσc−1 )tr(T aσc · · ·T aσn )An;c(σ1 · · ·σn)

+ nf

∑
σn∈Sn/Zn

tr(T aσ1 · · ·T aσn )A
[1/2]
n;1 (σ1 · · ·σn)

ó
. (D.1)

where Sn;c is the subset of Sn that leaves the double trace invariant, and [x] is the greatest integer

less than or equal to x. The superscript [j] with j = 1, 1/2 denotes the spin circulating in the loop.

A
[1]
n;1 and A

[1/2]
n;1 are coloured-ordered. A

[1]
n;1 yields the leading contribution in the large-Nc limit. The

sub-leading amplitudes An;c can be written in terms of linear combinations of A
[1]
n;1 [43].

The multiperipheral colour decomposition is [18]

M (1)
n (1, . . . , n) = gn

î
NC

∑
σ∈Sn/Zn⊗R

tr(F aσ1 · · ·F aσn )A
[1]
n;1(σ1 · · ·σn)

+ nf

∑
σn∈Sn/Zn

tr(T aσ1 · · ·T aσn )A
[1/2]
n;1 (σ1 · · ·σn)

ó
. (D.2)

where R is the reflection, R(1, . . . , n) = (n, . . . , 1), thus the independent sub-amplitudes A
[1]
n;1 are

(n− 1)!

2
.
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Appendix E

Integration-by-part identities

Let us suppose that every Feynman integral with momenta in the numerator has been reduced to

scalar integrals, by expressing e.g. every scalar product by a difference of propagators, e.g. for p2 = 0

∫
ddℓ

ℓ · p
ℓ2(ℓ+ p)2

=
∫
ddℓ

1

ℓ2(ℓ+ p)2
1

2
[(ℓ+ p)2 − ℓ2] . (E.1)

The integration-by-part (IBP) identities, i.e. the reduction of scalar integrals to a linearly independent

set of scalar integrals, stem from using the divergence theorem on the integrals. For example, let us

take the massive tadpole
∫
ddℓ

ℓµ

D
, with D = ℓ2 −m2. Then the divergence theorem states that

∫
M
ddℓ

∂

∂ℓµ
ℓµ

D
=
∫
∂M

dsµ
ℓµ

D
= 0 , (E.2)

where M is the space of integration, and ∂M its boundary (usually the (D − 1)-sphere). But

0 =
∫
ddℓ

∂

∂ℓµ
ℓµ

ℓ2 −m2
=
∫
ddℓ
Ä d

ℓ2 −m2
− 2

ℓ2

(ℓ2 −m2)2
ä

=
∫
ddℓ
Ä d
D

− 2
D +m2

D2

ä
= (d− 2) I(1)− 2m2I(2) , (E.3)

where I(n) =
∫
ddℓ

1

Dn
, so we get the IBP,

(d− 2) I(1)− 2 m2 I(2) = 0 , (E.4)

and we can express I(2) as a function of I(1), i.e. in the case of the massive tadpole, we have only

one master integral.
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Appendix F

Complete elliptic integrals

Considering an elliptic curve in Jacobi form,

y2 = (1− x2)(1− k2x2) , (F.1)

the complete elliptic integral of the first kind is

K(k) =
∫ 1

0

dx

y
=

∫ 1

0

dx»
(1− x2)(1− k2x2)

=
∫ π/2

0

dθ√
1− k2 sin2 θ

, (F.2)

the complete elliptic integral of the second kind is

E(k) =
∫ 1

0
dx

1− k2x2

y
=
∫ 1

0
dx

y

1− x2
=

∫ 1

0
dx

√
1− k2x2

1− x2

=
∫ π/2

0
dθ
»
1− k2 sin2 θ , (F.3)

and is related, as we saw in (2.227), to the perimeter I of an ellipse with radii a and b, and b > a,

I = 4b E
Ä√

1− a2

b2

ä
.

The incomplete elliptic integrals are obtained from the complete ones by leaving the upper limit of

integration undetermined, i.e. by replacing 1 by x, or π/2 by θ.
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Appendix G

Weierstrass form of an elliptic curve

As discussed in the App. B, a projective curve in the projective plane Pn is the set of solutions,

C := {[X1 : . . . : Xn+1] ∈ Pn / F (X1, . . . , Xn+1) = 0} . (G.1)

of a homogeneous polynomial F (X1, . . . , Xn+1).

We introduce the non-homogeneous polynomial,

f(x1, . . . , xn) = F (X1, . . . , Xn, 1) . (G.2)

The curve f(x1, . . . , xn) = 0 is the affine part of the projective curve C. The point [X1 : . . . : Xn+1]

with Xn+1 = 0 describes the point at infinity. It can be shown that C can be written as the union of

its affine curve and its point at infinity.

An elliptic curve in Weierstrass form is a curve in P2 with an equation of the form,

Y 2Z + a1XY Z + a3 Y Z
2 = X3 + a2X

2Z + a4XZ
2 + a6 Z

3 , (G.3)

with a base point 0 = [0, 1, 0]. Its affine curve is

E : y2 + a1 xy + a3 y = x3 + a2 x
2 + a4 x+ a6 , (G.4)

with the extra point 0 = [0, 1, 0] at infinity, is called the long Weierstrass form. We can simplify it

through the substitution,

y → 1

2
(y − a1 x− a3) . (G.5)

Then we get (please check)

E : y2 = 4 x3 + b2 x
2 + 2 b4 x+ b6 , (G.6)

with b2 = a21 + 4 a2, b4 = 2 a4 + a1a3, b6 = a23 + 4 a6.
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Substituting further (x, y) →
Äx− 3 b2

36
,
y

108

ä
, we obtain the equation,

y2 = x3 − 27 c4 x− 54 c6 , (G.7)

with c4 = b22 − 24 b4, c6 = −b32 + 36 b2 b4 − 216 b6.

If an elliptic curve has the form,

y2 = x3 + Ax+B , (G.8)

it is in the short Weierstrass form.

Here are some examples of elliptic curves, which have distinct roots.

Figure G.1: Examples of elliptic curves with distinct roots: On the left panels with one real root; on
the right panel with three real roots.

For a polynomial equation, f(X1, . . . , Xn) = 0, a singular point P = (X0
1 , . . . , X

0
n) is characterised

by
∂f(P )

∂X1

= . . . =
∂f(P )

∂Xn

= 0 . (G.9)

For f(x, y) = y2 − f(x) = 0, with f(x) = x3 + A x+B,


∂f

∂y

∣∣∣∣∣
P

= 2 y0 = 0 ⇒ f(x0) = 0

∂f

∂x

∣∣∣∣∣
P

= f
′
(x0) = 0

(G.10)

so f(x) and f
′
(x) have the common singularity x0, i.e. x0 is a double singularity of f . Examples of

singular cubic curves with a double singularity,
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Figure G.2: Examples of singular cubic curves with double singularities.

Figure G.3: Example of singular cubic curve with triple singularity.

We introduce the quantities:

For y2 = x3 + A x+B,

∆ = −16(4A3 + 27B2), j = −1728
(4A)3

∆
. (G.11)

More in general, for y2 = 4x3 + b2x
2 + 2 ]b4 x+ b6, as in eq. (G.6), fixing 4b8 = b2b6 − b24,

∆ = −b22b8 − 8 b34 − 27 b26 + 9 b2b4b6, j =
(b22 − 24 b4)

3

∆
. (G.12)

So for y2 = 4 x3 − g2 x− g3,

∆ = g32 − 27 g23, j =
1728 g32

∆
. (G.13)

∆ is the discriminant of the Weierstrass equation. When ∆ = 0, the curve is singular,

If ∆ = 0 and

A ̸= 0, the curve has a node

A = 0, the curve has a cusp .
(G.14)

The only change of variables that preserves the short form of the equation is

x = u2 x
′
, y = u3 y

′
, (G.15)

with u4A
′
= A and u6B

′
= B, which implies that u

′2∆
′
= ∆ and j

′
= j, so j is the j-invariant

of the elliptic curve, i.e. it is the invariant of the isomorphism class of the curve. We introduce the
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differential of an elliptic curve E (i.e. with no singular points),

ω =
d(x− x0)

∂yf(x, y)
= −d(y − y0)

∂xf(x, y)
, for a point P = (x0, y0) . (G.16)

ω is holomorphic and non-vanishing, i.e. it has no zeros and no poles (a pole of ω would imply

∂xf(x, y) = ∂yf(x, y) = 0, which would mean that E is singular at P ).

For f(x, y) = y2 − f(x) = 0, with f(x) = x3 + A x+B,

ω =
d(x− x0)

2 y
. (G.17)
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Appendix H

Exercises

H.1 Charge conjugation

The charge conjugation maps a fermion of a given spin into the antifermion of the same spin. The

charge conjugation matrix C is defined by

Cγ∗µC
−1 = −γµ with C = C−1 = C† = CT , (H.1)

and its action on the Dirac spinor is Cu± = u∗∓.

1. Show that C = ±iγ2 and choose C = −iγ2 for further computation.

Solution. We have

γ0† = γ0 , γi† = −γi , i = 1, 2, 3 , (H.2)

thus

γ1∗ = γ1 , γ2∗ = −γ2 , γ3∗ = γ3 . (H.3)

Cγ∗µ = −γµC implies that C = eiϕγ2 and then

C = C−1 = C† = CT ⇒ eiϕ = ±i . (H.4)

2. What do Cγ∗µC
−1 = −γµ and Cu± = u∗∓ imply in the 2-dimensional spinors and matrices ?

Solution.

Cu+ = −iγ2u+ = u∗− gives − iσ2ξ+ = ξ∗− . (H.5)

Cγ∗µC
−1 = −γµ is explicitly

−iγ2γ∗µ(−iγ2) = −γµ ⇒ γ2γ
∗
µγ2 = γµ , (H.6)
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which yields the relation

σ2σ̄
∗
µσ2 = σµ . (H.7)

Transposing it yields

σ2σ̄µσ2 = σT
µ , (H.8)

since σ†
µ = σµ and σT

2 = −σ2.

H.2 Little group

Show that the little group of a 4-vector pµ with p2 = 0 is ISO(2), the group of rotations and

translations in 2 dimensions.

Solution. We have a reference vector p̂µ = ω0(1, 0, 0, 1) with ω0 > 0 and we want to determine

Gp̂ = {Λ : Λp̂ = p̂}. Using the infinitesimal Lorentz transformation,

Λµ
ν = δµν + ωµ

ν , (H.9)

we get the linear system

ωµ
ν p̂

ν = 0, ωµν = −ωνµ , (H.10)

of which the solution gives

ω0
3 = ω3

0 = 0 ω1
0 = −ω1

3 ω2
0 = −ω2

3. (H.11)

This reduces the number of independent ωµν from six to three so that

1

2
ωµνMµν = ω12M12︸︷︷︸

J3

+ω01 (M01 +M31)︸ ︷︷ ︸
E1

+ω02 (M02 +M32)︸ ︷︷ ︸
E2

, (H.12)

where the Mµν are the usual generators of the Lorentz group. The commutators are

[J3, E1] = iE2, [J3, E2] = −iE1, [E1, E2] = 0 , (H.13)

and the unitary operator corresponding to finite group elements of Gp̂ is

S(a1, a2)R(θ) = e−i(a1E1+a2E2)e−iΘJ3 . (H.14)
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The key is to notice that

e−iΘJ3(a1E1 + a2E2)e
iθJ3 = aΘ1 E1 + aΘ2 E2,

Ñ
aΘ1

aΘ2

é
=

Ñ
cosΘ − sinΘ

sinΘ cosΘ

éÑ
a1

a2

é
, (H.15)

which is

R(Θ)S(a1, a2)R
−1(Θ) = S(aΘ1 , a

Θ
2 ) ⇔ R(Θ)S(a1, a2) = S(aΘ1 , a

Θ
2 )R(Θ) . (H.16)

Now we can look at

S(a
′
1, a

′
2)R(Θ

′)S(a1, a2)R(Θ) = S(a′1, a
′
2)S(a

Θ′

1 , a
Θ′

2 )R(Θ′)R(Θ) (H.17)

= S(a′1 + aΘ
′

1 , a
′
2 + aΘ

′

2 )R(Θ′ +Θ) , (H.18)

which of course is nothing else than the group multiplication rule,

(Θ′, a′1, a
′
2)(Θ, a1, a2) = (Θ′ +Θ, a′1 + aΘ

′

1 , a
′
2 + aΘ

′

2 ) , (H.19)

which we recognize as the group of rotations and translations in a two-dimensional space ISO(2)

and we have Gp̂ ≃ ISO(2).

For further reading, see [16], chapter 2.

H.3 Spinor identities

1. Using the explicit form of (σµ)ȧa, check that¨
p+
∣∣∣ γµ ∣∣∣p+∂ = λ̃ȧ(p) (σ

µ)ȧa λa(p) = 2pµ , (H.20)

i.e. the Gordon identity and likewise¨
p−
∣∣∣ γµ ∣∣∣p−∂ = λa(p) (σ̄µ)aȧ λ̃

ȧ(p) = 2pµ. (H.21)

Solution. We have the identity,

A =
1

2
tr(σµA)σ̄µ , (H.22)

for all complex 2× 2 matrices. In particular, we have

xµ → xaȧ = (xµσ̄µ)aȧ , (H.23)

but also from (H.22) x =
1

2
tr(σµx)σ̄µ . (H.24)
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Comparing the coefficients in front of σ̄ immediately shows these identities.

2. Use the identity (σµ)ȧa = −ϵȧḃ (σ̄µ)Tḃb ϵ
ba to show that

λa(p) (σ̄µ)aȧ λ̃
ȧ(q) = λ̃ȧ(q) (σ

µ)ȧa λa(p) , (H.25)

which is ⟨p−| γµ |q−⟩ = ⟨q+| γµ |p+⟩, i.e. charge conjugation.

Hint. Use λ̃ȧ = ϵȧḃλ̃ḃ and λ
a = ϵabλb.

Solution. We get

λa(p) (σ̄µ)aȧ λ̃
ȧ(q) = ϵabλb(p) (σ̄

µ)aȧ ϵ
ȧḃλ̃ḃ(q)

= λb(p)(−ϵḃȧ) (σ̄µ)Tȧa ϵ
abλ̃ḃ(q)

= λ̃ḃ(q)(σ
µ)ḃbλb(p) . (H.26)

3. Prove the Fierz rearrangement¨
k−
∣∣∣ γµ ∣∣∣p−∂ ¨v−∣∣∣ γµ ∣∣∣q−∂ = 2⟨kv⟩ [qp] , (H.27)

using charge conjugation ⟨v−| γµ |q−⟩ = ⟨q+| γµ |v+⟩ and the Fierz identity for Pauli matrices

(σ̄µ)aȧ(σ
µ)ḃb = 2δbaδ

ḃ
ȧ.

Solution. ¨
k−
∣∣∣ γµ ∣∣∣p−∂ ¨v−∣∣∣ γµ ∣∣∣q−∂ = ¨k−∣∣∣ γµ ∣∣∣p−∂ ¨q+∣∣∣ γµ ∣∣∣v+∂

= ξ†−(k)σ̄
µξ−(p)ξ

†
+(q)σµξ+(v)

= ξa∗− (k)σ̄µ
aȧξ

ȧ
−(p)ξ

∗
+ḃ
(q)σḃb

µ ξ+b(v)

= 2ξ∗a− (k)ξ+a(v)ξ
∗
+ȧ(q)ξ

ȧ
−(p)

= 2⟨kv⟩[qp] . (H.28)

4. Prove the same Fierz rearrangement in terms of λ-spinors.

Solution. In complete analogy to exercise 3 above we have¨
k−
∣∣∣ γµ ∣∣∣p−∂ ¨q+∣∣∣ γµ ∣∣∣v+∂ = λa(k)σ̄µ

aȧλ̃
ȧ(p)λ̃ḃ(q)σ

ḃb
µ λb(v) , (H.29)

and all other computational steps are the same.
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H.4 e−e+ → µ−µ+ scattering

Consider the amplitude for e−e+ → µ−µ+. We choose the momenta to be all outgoing, so that

momentum conservation is
4∑

i=1

pµi = 0. Accordingly, helicites are for all outgoing momenta. i.e. an

incoming left-handed electron is labelled as an outgoing right-handed positron, e.g. the amplitude,

e−L(−p1)e+R(−p2) → µ−
R(p3)µ

+
L(p4) becomes M4(1

+
e+ , 2

−
e− , 3

+
µ− , 4

−
µ+) as shown in fig. H.1.

Figure H.1: e−e+ → µ−µ+ scattering for the configuration (1+e+ , 2
−
e− , 3

+
µ− , 4

−
µ+).

1. Compute M4(1
+
e+ , 2

−
e− , 3

+
µ− , 4

−
µ+).

Solution. We have

M4(1
+
e+ , 2

−
e− , 3

+
µ− , 4

−
µ+) = i

e2

s12

¨
2−
∣∣∣ γµ ∣∣∣1−∂ ¨3+∣∣∣ γµ ∣∣∣4+∂

(use charge conj.) = i
e2

s12

¨
2−
∣∣∣ γµ ∣∣∣1−∂ ¨4−∣∣∣ γµ ∣∣∣3−∂

(use Fierz) = i
e2

s12
2⟨24⟩[31] . (H.30)

2. Compute M4(1
+
e+ , 2

−
e− , 3

+
µ− , 4

−
µ+) using λ spinors.

Solution. We have

M4(1
+
e+ , 2

−
e− , 3

+
µ− , 4

−
µ+) = i

e2

s12
λa2σ̄

µ
aȧλ̃

ȧ
1λ̃3ḃσ

ḃb
µ λ4b

(use σ̄µ
aȧσ

ḃb
µ = 2δa

bδȧ
ḃ) = i

e2

s12
2λa2λ̃

ȧ
1λ̃3ȧλ4a

= i
e2

s12
2⟨24⟩[31] . (H.31)

3. Write M4(1
+
e+ , 2

−
e− , 3

+
µ− , 4

−
µ+) in terms of right-handed spinor products.

Solution. Note that using s = ⟨12⟩[21], s13 = s24 and momentum conservation [21]⟨13⟩ =
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−[24]⟨43⟩, we can rewrite

⟨24⟩[31]
s12

=
⟨24⟩[31]⟨13⟩
⟨12⟩[21]⟨13⟩

=
⟨24⟩[42]⟨24⟩
⟨12⟩[21]⟨13⟩

= −⟨24⟩[42]⟨24⟩
⟨12⟩[24]⟨43⟩

= − ⟨24⟩2

⟨12⟩⟨34⟩
. (H.32)

4. Write M4(1
+
e+ , 2

−
e− , 3

+
µ− , 4

−
µ+) in terms of left-handed spinor products.

Solution. Here we use momentum conservation [42]⟨21⟩ = −[43]⟨31⟩ and s13 = s24 and get

⟨24⟩[31]
s12

=
⟨24⟩[31][42]
[12]⟨21⟩[42]

= − [31]2⟨13⟩
[12][43]⟨31⟩

= − [13]2

[12][34]
. (H.33)

5. Do the same for M4(1
+
e+ , 2

−
e− , 3

−
µ− , 4

+
µ+). How is that amplitude related to M4(1

+
e+ , 2

−
e− , 3

+
µ− , 4

−
µ+)

?

Solution. In (H.30), we had

M4(1
+
e+ , 2

−
e− , 3

+
µ− , 4

−
µ+) = i

e2

s12

¨
2−
∣∣∣ γµ ∣∣∣1−∂ ¨4−∣∣∣ γµ ∣∣∣3−∂ .

Our amplitude for the M4(1
+
e+ , 2

−
e− , 3

−
µ− , 4

+
µ+) reads

M4(1
+
e+ , 2

−
e− , 3

−
µ− , 4

+
µ+) = i

e2

s12

¨
2−
∣∣∣ γµ ∣∣∣1−∂ ¨3−∣∣∣ γµ ∣∣∣4−∂ . (H.34)

As we can see, all the computation will be the same but we have to interchange 3 ↔ 4. This

is charge conjugation on the muon line.

H.5 Crossing symmetry

Use crossing symmetry to obtain the amplitudes for eq → eq scattering from the amplitudes for

e−e+ → qq scattering, as shown in fig. 1.3, and compute the amplitude squared and summed over

the helicities.
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Hint. Use the colour-stripped A4 amplitudes for e−e+ → qq scattering,

iM4(1
+
e+ , 2

−
e− , 3

+
q , 4

−
q̄ ) = i

⟨24⟩ [31]
s12

= i
s13
s12

eiφ

iM4(1
+
e+ , 2

−
e− , 3

−
q , 4

+
q̄ ) = i

⟨23⟩ [41]
s12

= i
s14
s12

eiφ
′

Solution: Firstly, we remind that helicities are labelled for all outgoing momenta, e.g. the

amplitude,M4(1
+
e+ , 2

−
e− , 3

+
q , 4

−
q ), in the physical region becomes the amplitude for e−L(−p1)e+R(−p2) →

qR(p3)qL(p4). To get the helicity amplitude of eq → eq scattering from the amplitudes of e−e+ →
µ−µ+, or e−e+ → qq, one may use the crossing symmetry of the initial and final momenta, as

shown in Fig. 1.3. We rewrite the Mandelstam invariants for the crossed diagram, following the

correspondence,

(k1 + k2)
2 = s → (ℓ− ℓ′)2 = t ,

(k1 − k3)
2 = t → (ℓ− p′)2 = u , (H.35)

(k1 − k4)
2 = u → (ℓ+ p)2 = s ,

Thus, we can obtain the helicity amplitudes of eq → eq by crossing the kinematic invariants of

e−e+ → qq,

e
−
Re

+
L → µ−

Rµ
+
L , qRq̄L

e−Le
+
R → µ−

Lµ
+
R, qLq̄R

 ∼ u2 →

e
−
RqR → e−RqR

e−LqL → e−LqL

 ∼ s2

e
−
Re

+
L → µ−

Lµ
+
R, qLq̄R

e−Le
+
R → µ−

Rµ
+
L , qRq̄L

 ∼ t2 →

e
−
RqL → e−RqL

e−LqR → e−LqR

 ∼ u2, (H.36)

so the squared amplitude for eq → eq scattering becomes

∑
hel

|M |2 = 8e4Q2
q

s2 + u2

t2
. (H.37)

The s2 term comes from the scattering of L(R)-handed electrons on L(R)-handed quarks, and the u2

term from the scattering of L(R)-handed electrons on R(L)-handed quarks.

H.6 Polarization vectors

The polarization vector of a photon or a gluon of momentum k and reference vector q is

ϵ±∗
µ (k, q) = ±⟨q∓| γµ |k∓⟩√

2 ⟨q∓|k±⟩
. (H.38)
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Show that it fulfils the usual properties of polarization vectors:

1. Show ϵ±∗
µ (k, q) = ϵ∓µ (k, q).

Solution. We have: Ä
ϵ+∗
µ (k, q)

ä∗
=

(
⟨q−| γµ |k−⟩√

2⟨qk⟩

)∗

=
⟨k−| γµ |q−⟩√

2[kq]

= −⟨q+| γµ |k+⟩√
2[qk]

= ϵ−∗
µ (k, q) . (H.39)

2. Show (k · ϵ±(k, q)) = 0.

Solution. We have: Ä
k · ϵ−(k, q)

ä
=
Ä
k · ϵ+∗(k, q)

ä
=

⟨q| γµ|k]√
2⟨qk⟩

kµ

(use: /p = |p⟩ [p|+|p] ⟨p|) =
⟨qk⟩[kk]√
2⟨qk⟩

= 0 . (H.40)

ϵ+ works in complete analogy.

3. Show ϵh(k, q) · ϵh′∗(k, q) = −δhh′
. Why does that imply ϵh(k, q) · ϵh(k, q) = 0 ?

Solution. We have:

ϵ+∗(k, q)ϵ+(k, q) = ϵ+∗(k, q)ϵ−∗(k, q)

= − 1

2⟨qk⟩[qk]
¨
q−
∣∣∣ γµ ∣∣∣k−∂ ¨q+∣∣∣ γµ ∣∣∣k+∂

= − 1

2⟨qk⟩[qk]
¨
q−
∣∣∣ γµ ∣∣∣k−∂ ¨k−∣∣∣ γµ ∣∣∣q−∂

= − 1

2⟨qk⟩[qk]
2⟨qk⟩[qk]

= −1 . (H.41)
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and

ϵ+∗(k, q)ϵ−(k, q) = ϵ+∗(k, q)ϵ+∗(k, q)

=

(
1√
2⟨qk⟩

¨
q−
∣∣∣ γµ ∣∣∣k−∂)2

= 0 , (H.42)

since the current is nilpotent.

4. Show that the usual polarization sum is fulfilled:
∑

h ϵ
µ
h(p, k) · ϵν∗h (p, k) = −gµν + pµkν+pνkµ

(p·k) .

Solution. We have

ϵ+∗
ν (p, k) =

λ̃ȧ(p)σ
ȧa
ν λa(k)√

2⟨kp⟩
,

ϵ−∗
µ (p, k) = −

λ̃ḃ(k)σ
ḃb
µ λb(p)√

2[kp]
. (H.43)

and our polarization sum may be written as

ϵ+µ ϵ
+∗
ν + ϵ−µ ϵ

−∗
ν = ϵ−∗

µ ϵ+∗
ν + (ϵ−∗

µ ϵ+∗
ν )∗

= 2Re(ϵ−∗
µ ϵ+∗

ν ) . (H.44)

However, we see that ϵ−∗
µ ϵ+∗

ν contains the two spinors,

λb(p)λ̃ȧ(p) = (pσ̄)bȧ ,

λa(k)λ̃ḃ(k) = (kσ̄)aḃ . (H.45)

From that it follows

ϵ−∗
µ (p, k)ϵ+∗

ν (p, k) ∝ (pσ̄)bȧσ
ȧa
ν (kσ̄)aḃσ

ḃb
µ

= pαkβ tr(σµσ̄ασν σ̄β) . (H.46)

where

tr(σµσ̄ασν σ̄β) = 2 (gµαgνβ + gµβgνα − gµνgαβ − iϵµανβ) . (H.47)

So

ϵ−∗
µ (p, k)ϵ+∗

ν (p, k) ∝ 2
Ä
pµkν + kµpν − gµν(kp)− iϵµανβp

αkβ
ä
. (H.48)

The ϵ-tensor drops out due to (H.44), and we see from the prefactor, that we will reproduce

the known polarization sum.
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H.7 Polarization vectors in 2x2 matrix notation

Compute ϵ−∗(p, k)aȧ = (ϵ−∗(p, k) · σ̄)aȧ.

Solution. We have:

ϵ−∗
µ (p, k) = −⟨k+| γµ |p+⟩√

2 ⟨k+|p−⟩

= − [k|γµ |p⟩√
2[kp]

= −
λ̃ȧ(k)σ

ȧa
µ λa(p)√

2[kp]
. (H.49)

This means

ϵ−∗
bḃ
(p, k) = −

λ̃ȧ(k)σ
ȧa
µ λa(p)√

2[kp]
(σ̄µ)bḃ

(use: (σ̄µ)aȧ(σ
µ)ḃb = 2δa

bδȧ
ḃ) = −

√
2
λ̃ḃ(k)λb(p)

[kp]
. (H.50)

Furthermore:

ϵ+∗
µ (p, k) =

⟨k−| γµ |p−⟩√
2 ⟨k−|p+⟩

=
⟨p+| γµ |k+⟩√

2⟨kp⟩

=
λ̃ȧ(p)σ

ȧa
µ λa(k)√

2⟨kp⟩
, (H.51)

which means

ϵ+∗
bḃ
(p, k) =

√
2
λ̃ḃ(p)λb(k)

⟨kp⟩
. (H.52)

H.8 Polarization vector identities

Show that with the representation (H.38) of the polarisation vector, the following identities hold:

1.

q · ϵ±(k, q) = 0 . (H.53)

Solution. We have:
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q · ϵ−(k, q) = q · ϵ+∗(k, q)

=
⟨q| γµ|k]√
2⟨qk⟩

qµ

(use: /q = |q⟩ [q|+|q] ⟨q|) =
⟨qq⟩[qk]√
2⟨qk⟩

= 0 . (H.54)

2.

ϵ±(pi, k) · ϵ±(pj, k) = 0 , (H.55)

ϵ+∗(pi, pj) · ϵ−∗(pj, k) = 0 , (H.56)

ϵ+∗(pi, k) · ϵ−∗(pj, pi) = 0 . (H.57)

Solution. We have:

ϵ+∗(pi, k) · ϵ+∗(pj, k) ∝
¨
k−
∣∣∣ γµ ∣∣∣p−i ∂ ¨k−∣∣∣ γµ ∣∣∣p−j ∂

= ⟨kk⟩[pjpi]

= 0 (H.58)

ϵ+∗(pi, pj) · ϵ−∗(pj, k) ∝
¨
p−j
∣∣∣ γµ ∣∣∣p−i ∂ ¨k+∣∣∣ γµ ∣∣∣p+j ∂

=
¨
p−j
∣∣∣ γµ ∣∣∣p−i ∂ ¨p−j ∣∣∣ γµ ∣∣∣k−∂

= ⟨pjpj⟩[kpi]

= 0 , (H.59)

ϵ+∗(pi, k) · ϵ−∗(pj, pi) ∝
¨
k−
∣∣∣ γµ ∣∣∣p−i ∂ ¨p+i ∣∣∣ γµ ∣∣∣p+j ∂

∝
¨
k−
∣∣∣ γµ ∣∣∣p−i ∂ ¨p−j ∣∣∣ γµ ∣∣∣p−i ∂

= ⟨kpj][pipi]

= 0 . (H.60)

3. (γ · ϵ+∗(p, k)) =

√
2

⟨kp⟩
(∣∣∣p−∂̈ k−∣∣∣+ ∣∣∣k+∂̈ p+∣∣∣).

Solution. We have

γµϵ+∗
µ (p, k) =

⟨k−| γµ |p−⟩√
2 ⟨k−|p+⟩

γµ

=
1√
2⟨kp⟩

λa(k)(σ̄µ)aȧλ̃
ȧ(p)

Ñ
0 (σµ)ḃb

(σ̄µ)bḃ 0

é
. (H.61)
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For the upper block we use the Fierz identity (σ̄µ)aȧ(σ
µ)ḃb = 2δa

bδȧ
ḃ and get

√
2

⟨kp⟩
λ̃ḃ(p)λ(k)b =

√
2

⟨kp⟩
∣∣∣p−∂ ¨k−∣∣∣ . (H.62)

For the lower block we use:

(σ̄µ)aȧ(σ̄µ)bḃ = (σ̄µ)aȧ(−ϵbd)ϵċḃ(σ
µ)ċd

= 2ϵabϵȧḃ ,

⇒
√
2

⟨kp⟩
λb(k)λ̃ḃ(p) =

√
2

⟨kp⟩
∣∣∣k+∂ ¨p+∣∣∣ , (H.63)

which then yields Ä
γ · ϵ+∗(p, k)

ä
=

√
2

⟨kp⟩
(∣∣∣p−∂̈ k−∣∣∣+ ∣∣∣k+∂̈ p+∣∣∣) . (H.64)

We can furthermore look at

ϵ−∗
µ (p, k) = −⟨k+| γµ |p+⟩√

2 ⟨k+|p−⟩

= −⟨p−| γµ |k−⟩√
2[kp]

= − 1√
2[kp]

λa(p)(σ̄µ)aȧλ̃
ȧ(k) , (H.65)

which then gives with the analogous computation

ϵ−∗
µ (p, k)γµ = −

√
2

[kp]

(∣∣∣k−∂̈ p−∣∣∣+ ∣∣∣p+∂̈ k+∣∣∣) . (H.66)

4.

/ϵ±∗(pi, pj)
∣∣∣p±j ∂ = ¨p∓j ∣∣∣ /ϵ±(pi, pj) = 0 . (H.67)

Solution. Use eq. (H.64), noticing that ⟨kk⟩ = [kk] = 0.

H.9 Charge conjugation of currents

Show that ¨
k±
∣∣∣ γµγν ∣∣∣q∓∂ = −

¨
q±
∣∣∣ γνγµ ∣∣∣k∓∂ . (H.68)

Hint. Use ξ∗− = −iσ2ξ+ and σ2σ̄µσ2 = σµT .
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Solution. We have:¨
k−
∣∣∣ γµγν ∣∣∣q+∂ = λa(k)(σ̄µ)aȧ(σν)

ȧbλb(q)

= λa(k)
Ä
(σµ)

ċcϵacϵȧċ
ä (

(σ̄ν)dḋϵ
bdϵȧḋ

)
λb(q)

= (σµ)
ċc(σ̄ν)dḋ

Ü
− ϵḋȧϵȧċ︸ ︷︷ ︸

−δḋċ

ê
(−ϵcaλa(k))

Ä
λb(q)ϵ

bd
ä

= −
¨
q−
∣∣∣ γνγµ ∣∣∣k+∂ . (H.69)

In particular notice that for any even number of gamma matrices (−ϵcaλa(k))
Ä
λb(q)ϵ

bd
ä
will always

appear and we will have ¨
k±
∣∣∣ γµ . . . γν ∣∣∣q∓∂ = −

¨
q±
∣∣∣ γν . . . γµ ∣∣∣k∓∂ . (H.70)

Similar considerations show for an odd number of gamma matrices¨
k±
∣∣∣ γµ . . . γν ∣∣∣q±∂ = ¨q∓∣∣∣ γν . . . γµ ∣∣∣k∓∂ . (H.71)

H.10 e−e+ → γγ

Consider the process e−Le
+
R → γγ with the amplitudeM4(1

+
e+ , 2

−
e− , 3γ, 4γ) and a sample diagram shown

below. The other relevant diagram is obtained by crossing of the photon legs.

If we only fix the electron and positron helicities, there are still four helicity configurations for

the photons: 3+4+, 3−4−, 3+4− and 3−4+. Which of them are related by parity transformations and

swapping of labels? Compute the independent ones.

Hint. For 3+4+, use p2 as a reference vector. For 3+4−, use ϵ+(3, 2) and ϵ−(4, 1).

Solution. The 3+4+ and 3−4− configurations are related by parity, while 3+4− and 3−4+ by

swapping of the labels. Therefore we have to compute 3+4+ and 3+4− only.

For the sake of brevity, in the following we denote ϵ∗ as ϵ.
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We have

iM4(1
+
e+ , 2

−
e− , 3γ, 4γ) = (−ie)2

¨
2−
∣∣∣Ç/ϵ(p4)i( /p2 + /p4)

s24
/ϵ(p3) + /ϵ(p3)

i( /p2 + /p3)

s23
/ϵ(p4)

å ∣∣∣1−∂ . (H.72)

For the 3+4+ configuration we see that by choosing the reference momentum for both polarization

as p2, we will have ⟨2−| /ϵ(k, p2) = 0. So the complete amplitude contribution vanishes.

For the 3+4− configuration we see that by choosing the polarization vectors ϵ+(3, 2) and ϵ−(4, 1),

we can achieve the second term to vanish again, since ⟨2−| /ϵ(3, 2) = 0. The amplitude then reads:

iM4(1
+
e+ , 2

−
e− , 3γ, 4γ) = (−ie)2

¨
2−
∣∣∣Ç/ϵ−(4, 1)i( /p2 + /p4)

s24
/ϵ+(3, 2)

å ∣∣∣1−∂
=

−ie2

s24

¨
2−
∣∣∣ (−√

2

[14]

∣∣∣4+∂ ¨1+∣∣∣) (∣∣∣2−∂̈ 2−∣∣∣+ ∣∣∣4−∂̈ 4−∣∣∣) ( √
2

⟨23⟩
∣∣∣2+∂̈ 3+∣∣∣) ∣∣∣1−∂

=
ie2

s13

2

[14]⟨23⟩
⟨24⟩[14]⟨42⟩[31]

= −2ie2
⟨24⟩2

⟨13⟩⟨23⟩
. (H.73)

H.11 e−Le
+
R → qRgRq̄L Scattering

Figure H.2: e−(−p1)e+(−p2) → q(p3)g(p4)q̄(p5)

In the following we want to consider the scattering amplitude for the process e−(−p1)e+(−p2) →
q(p3)g(p4)q̄(p5) with the contributing diagrams shown in fig. H.2. We may write the amplitude as

M5(e
−e+ → qgq̄) = (

√
2e)2QqQe(T

a
4 )

i5
i3A5

Ä
e−e+ → qgq̄

ä
. (H.74)

where A5 denotes the color-stripped amplitude. In the following use the normalization of the

fundamental representation of SU(3) such that Tr
Ä
T aT b

ä
= TF δ

ab with TF = 1, which results in the

quark-gluon-vertex i
g√
2
T aγν .

1. Compute the color-stripped amplitude A5(1
+
e+ , 2

−
e− , 3

+
q , 4

+
g , 5

−
q̄ )
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Hint Choose the reference vector of the polarization q = p5. The product

γαγβγδ =

Ñ
0 σασ̄βσδ

σ̄ασβσ̄δ 0

é
(H.75)

can be used to rewrite the current in 2-dimensional notation.

Solution. We denote the outgoing gluon polarization ϵ∗ by ϵ and have

iA5(1
+
e+ , 2

−
e− , 3

+
q , 4

+
g , 5

−
q̄ )

= − i

2
√
2s12

¨
2−
∣∣∣ γµ ∣∣∣1−∂ ⟨3+| γν Ä/p3 + /p4

ä
γµ |5+⟩

s34
+

⟨3+| γµ
Ä
/p4 + /p5

ä
γν |5+⟩

s45

 ϵ+ν (p4, q) .

(H.76)

We can now use

γ · ϵ+(p, k) =
√
2

⟨kp⟩
(∣∣∣p−∂̈ k−∣∣∣+ ∣∣∣k+∂̈ p+∣∣∣) , (H.77)

and see that choosing our reference vector as q = p5 will make the second term vanish. We

therefore have

iA5(1
+
e+ , 2

−
e− , 3

+
q , 4

+
g , 5

−
q̄ ) = − i

2s12

¨
2−
∣∣∣ γµ ∣∣∣1−∂ [34]

⟨54⟩
⟨5−|

Ä
/p3 + /p4

ä
γµ |5+⟩

s34
, (H.78)

with ¨
2−
∣∣∣ γµ ∣∣∣1−∂ ¨5−∣∣∣ γργµ ∣∣∣5+∂ = λa2 (σ̄µ)aȧ λ̃

ȧ
1λ

b
5 (σ̄ρ)bḃ (σ

µ)ḃc λ5cÅ
use: (σ̄µ)aȧ (σ

µ)ḃc = 2δcaδ
ḃ
ȧ

ã
= 2λa2λ5aλ

b
5 (σ̄ρ)bḃ λ̃

ḃ
1

= 2⟨25⟩
¨
5−
∣∣∣ γρ ∣∣∣1−∂ , (H.79)

and momentum conservation ⟨5−|
Ä
/p3 + /p4

ä
|1−⟩ = −⟨5−|

Ä
/p1 + /p2 + /p5

ä
|1−⟩ = −⟨5−| /p2 |1

−⟩
we obtain

iA5(1
+
e+ , 2

−
e− , 3

+
q , 4

+
g , 5

−
q̄ ) =

i

s12s34

[34]⟨25⟩
⟨54⟩

⟨52⟩[21]

= i
[43]⟨25⟩2[21]

⟨12⟩[21]⟨34⟩[43]⟨54⟩

= −i ⟨25⟩2

⟨12⟩⟨34⟩⟨45⟩
. (H.80)

2. Compute the color-stripped amplitude A5(1
+
e+ , 2

−
e− , 3

−
q , 4

+
g , 5

+
q̄ ) from scratch and verify that your

result is the same as A5(1
+
e+ , 2

−
e− , 3

+
q , 4

+
g , 5

−
q̄ ) with charge conjugation on the quark line.
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Solution. We denote the outgoing gluon polarization ϵ∗ by ϵ and have

iA5(1
+
e+ , 2

−
e− , 3

−
q , 4

+
g , 5

+
q̄ )

= − i

2
√
2s12

¨
2−
∣∣∣ γµ ∣∣∣1−∂ ⟨3−| γν Ä/p3 + /p4

ä
γµ |5−⟩

s34
+

⟨3−| γµ
Ä
/p4 + /p5

ä
γν |5−⟩

s45

 ϵ+ν (p4, q) .

(H.81)

For a odd number of γ-matrices we have the charge conjugation¨
k±
∣∣∣ γµ . . . γν ∣∣∣q±∂ = ¨q∓∣∣∣ γν . . . γµ ∣∣∣k∓∂ , (H.82)

which we can apply to the quark currents in the squared brackets to obtain

iA5(1
+
e+ , 2

−
e− , 3

−
q , 4

+
g , 5

+
q̄ )

= − i

2
√
2s12

¨
2−
∣∣∣ γµ ∣∣∣1−∂ ⟨5+| γν Ä/p4 + /p5

ä
γµ |3+⟩

s45
+

⟨5+| γµ
Ä
/p3 + /p4

ä
γν |3+⟩

s34

 ϵ+ν (p4, q) .

(H.83)

If we compare (H.83) with (H.76), we see that we indeed have

iA5(1
+
e+ , 2

−
e− , 3

−
q , 4

+
g , 5

+
q̄ ) = iA5(1

+
e+ , 2

−
e− , 3

+
q , 4

+
g , 5

−
q̄ )|3↔5

= −i ⟨23⟩2

⟨12⟩⟨34⟩⟨45⟩
. (H.84)

3. Compute the colour-stripped amplitude A5(1
+
e+ , 2

−
e− , 3

+
q , 4

−
g , 5

−
q̄ ) from scratch and verify that

your result is same as in the lecture, where it was obtained from A5(1
+
e+ , 2

−
e− , 3

+
q , 4

+
g , 5

−
q̄ ) with

charge conjugation and parity transformation.

Solution. We denote the outgoing gluon polarization ϵ∗ by ϵ and have

iA5(1
+
e+ , 2

−
e− , 3

+
q , 4

+
g , 5

−
q̄ )

= − i

2
√
2s12

¨
2−
∣∣∣ γµ ∣∣∣1−∂ ⟨3+| γν Ä/p3 + /p4

ä
γµ |5+⟩

s34
+

⟨3+| γµ
Ä
/p4 + /p5

ä
γν |5+⟩

s45

 ϵ−ν (p4, q) .

(H.85)

We now use

ϵ−∗
µ (p, k)γµ = −

√
2

[kp]

(∣∣∣k−∂̈ p−∣∣∣+ ∣∣∣p+∂̈ k+∣∣∣) , (H.86)

and see that the choice of the reference vector q = p3 lets the first term vanish, and the
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amplitude becomes

iA5(1
+
e+ , 2

−
e− , 3

+
q , 4

+
g , 5

−
q̄ ) =

i⟨45⟩
2s12[34]

¨
2−
∣∣∣ γµ ∣∣∣1−∂ ⟨3+| γµ Ä/p4 + /p5

ä
|3−⟩

s45
. (H.87)

Using again the Fierz identity for Pauli matrices as above¨
2−
∣∣∣ γµ ∣∣∣1−∂ ¨3+∣∣∣ γµγν ∣∣∣3−∂ = 2[31]

¨
2−
∣∣∣ γν ∣∣∣3−∂ . (H.88)

we find

iA5(1
+
e+ , 2

−
e− , 3

+
q , 4

+
g , 5

−
q̄ )

=
i⟨45⟩[31]
s12[34]

¨
2−
∣∣∣ γµ ∣∣∣1−∂ ⟨2−| Ä/p4 + /p5

ä
|3−⟩

s45

= −i⟨45⟩[31]
s12[34]

⟨2−|
Ä
/p1 + /p2 + /p3

ä
|3−⟩

s45

= −i⟨45⟩[31]
s12[34]

⟨21⟩[13]
s45

= −i [13]2

[12][34][45]
. (H.89)

H.12 qq̄ → gg scattering

Figure H.3: qL(−p1)q̄R(−p2) → g(p3)g(p4) scattering.

The amplitude for qL(−p1)q̄R(−p2) → g(p3)g(p4) can be written as

M(1+q̄ , 2
−
q , 3g, 4g) = g2

î
A(1+q̄ , 2

−
q , 3g, 4g)T

a3T a4 + A(1+q̄ , 2
−
q , 4g, 3g)T

a4T a3
ó
. (H.90)

with the contributing diagrams shown in fig. H.3.

Compute the colour-ordered amplitude A(1+q̄ , 2
−
q , 3g, 4g).

We have four helicity configurations for the gluons: 3+4+, 3−4−, 3+4− and 3−4+. The first two

are related by parity. The other two correspond to different colour-ordered amplitudes. Compute

the 3+4+, 3+4− and 3−4+ configurations.

Hint: Use the amplitude of e−e+ → γγ for the Abelian part.

Hint: Use the colour-ordered Feynman rule 3g-vertex 3g → ig√
2
tr
Ä
T aT bT c

ä
(gµρ(q − k)ν +
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gµν(k− p)ρ+ gρν(p− q)µ) with (g1, g2, g3) carrying the outgoing momentum (k, p, q), Lorentz indexes

(µ, ν, ρ) and colour-indices (a, b, c).

Solution. We have the amplitude of e−e+ → γγ

iM4(1
+
e+ , 2

−
e− , 3γ, 4γ) = (−ie)2

¨
2−
∣∣∣Ç/ϵ(p4)i( /p2 + /p4)

s24
/ϵ(p3) + /ϵ(p3)

i( /p2 + /p3)

s23
/ϵ(p4)

å ∣∣∣1−∂ . (H.91)

from which we obtain the Abelian part of qq̄ → gg

iM4(1
+
q̄ , 2

−
q , 3g, 4g) = (i

g√
2
)2
¨
2−
∣∣∣Ç/ϵ(p4)i( /p2 + /p4)

s24
/ϵ(p3)T

a4T a3 + /ϵ(p3)
i( /p2 + /p3)

s23
/ϵ(p4)T

a3T a4

å ∣∣∣1−∂ .
(H.92)

We select the T a3T a4 piece, only the second term contributes to it. Then we add the non-Abelian

piece

iM4(1
+
q̄ , 2

−
q , 3g, 4g)|T 3T 4

= (i
g√
2
)2
¨
2−
∣∣∣Ç/ϵ(p3)i( /p2 + /p3)

s23
/ϵ(p4)T

3T 4 +
−i
s12

T c tr
Ä
T 3T 4T c

ä
·
î
/ϵ4((p4 − (p1 + p2)) · ϵ3) + /ϵ3((−p3 + (p1 + p2)) · ϵ4) + (/p3 + /p4)(ϵ3 · ϵ4)

óä ∣∣∣1−∂ , (H.93)
where we use the shorthand notation ϵ(pi) = ϵi. We use momentum conservation, the Fierz identity

on the T a matrices and strip off the coupling constant. The colour ordered amplitude is

iA4(1
+
q̄ , 2

−
q , 3g, 4g) (H.94)

=

Ç
i√
2

å2 ¨
2−
∣∣∣Ç/ϵ(p3)i( /p2 + /p3)

s23
/ϵ(p4) +

−i
s12

î
2/ϵ4(p4 · ϵ3)− 2/ϵ3(p3 · ϵ4) + 2/p3(ϵ3 · ϵ4)

óå ∣∣∣1−∂ .
1. For 3+4+, choose ϵ+µ (i, 2) with i = 3, 4.

Solution. If the reference vector is chosen to be q = p2 we have by eqs. (H.55) and (H.67)

that (ϵ+3 (2)ϵ
+
4 (2)) = 0 and ⟨2−| /ϵ+i (2) = 0 and the amplitude vanishes.

2. For 3+4−, choose ϵ+µ (3, 2) and ϵ−µ (4, 3). Repeat the computation with ϵ+(3, 4). Although the

result is the same by gauge invariance, see how different terms determine it.

Solution. For 3+4− we choose

ϵ+3,µ(2) =
⟨2−| γµ |3−⟩√

2⟨23⟩
, (H.95)

ϵ−4,µ(3) = −⟨3+| γµ |4+⟩√
2[34]

, (H.96)

and then use the identities ⟨2−| /ϵ3(2) = 0 and ϵ+3 (2)ϵ
−
4 (3) = 0. We see that only one of the
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non-Abelian pieces survives and we have

iA4(1
+
q̄ , 2

−
q , 3

+
g , 4

−
g ) =

Ç
i√
2

å2 −i
s12

2
¨
2−
∣∣∣ /ϵ−4 (3)(p4 · ϵ+3 (2)) ∣∣∣1−∂

=
i

s12

¨
2−
∣∣∣ ⟨24⟩[43]√

2⟨23⟩
−
√
2

[34]

∣∣∣4+∂ [31]
= i

⟨24⟩2[31]
⟨12⟩[21]⟨23⟩

. (H.97)

To rewrite everything in terms of right-handed spinor product we multiply and divide by ⟨24⟩
and use momentum conservation −[12]⟨24⟩ = [13]⟨34⟩ to obtain

iA4(1
+
q̄ , 2

−
q , 3

+
g , 4

−
g ) = i

⟨24⟩3[31]
⟨12⟩⟨23⟩[13]⟨34⟩

= i
⟨24⟩3⟨14⟩

⟨12⟩⟨23⟩⟨34⟩⟨41⟩
. (H.98)

We now repeat the computation with

ϵ+3,µ(4) =
⟨4−| γµ |3−⟩√

2⟨43⟩
, (H.99)

and use eq.(H.53), p4 ·ϵ+3 (4) = p3 ·ϵ−4 (3) = 0, and eq.(H.57), ϵ+3 (4)·ϵ−4 (3) = 0, so the non-Abelian

piece vanishes completely. We are left with

iA4(1
+
q̄ , 2

−
q , 3

+
g , 4

−
g ) =

Ç
i√
2

å2 ¨
2−
∣∣∣ /ϵ+3 (4)i( /p2 + /p3)

s23
/ϵ−4 (3)

∣∣∣1−∂
=

Ç
i√
2

å2 i

s23

¨
2−
∣∣∣ √2

⟨43⟩
∣∣∣4+∂ ¨3+∣∣∣2−∂ ¨2−∣∣∣ −√

2

[34]

∣∣∣4+∂ ¨3+∣∣∣1−∂
= i

⟨24⟩2[32][31]
⟨23⟩[32]⟨34⟩[43]

= i
⟨24⟩3[31]

⟨23⟩⟨34⟩⟨21⟩[31]

= i
⟨24⟩3⟨14⟩

⟨12⟩⟨23⟩⟨34⟩⟨41⟩
, (H.100)

where we used momentum conservation ⟨24⟩[43] = −⟨21⟩[13].

3. For 3−4+, choose ϵ−µ (3, 4) and ϵ
+
µ (4, 3).

Solution. We have the polarization vectors

ϵ−3,µ(4) = −⟨4+| γµ |3+⟩√
2[43]

, (H.101)

ϵ+4,µ(3) =
⟨3−| γµ |4−⟩√

2⟨34⟩
. (H.102)
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and use p4 · ϵ−3 (4) = p3 · ϵ+4 (3) = 0 and ϵ−3 (4) · ϵ+4 (3) = 0, so the non-Abelian piece vanishes

completely. We get

iA4(1
+
q̄ , 2

−
q , 3

+
g , 4

−
g ) =

Ç
i√
2

å2 ¨
2−
∣∣∣ /ϵ−3 (4)i( /p2 + /p3)

s23
/ϵ+4 (3)

∣∣∣1−∂
=

Ç
i√
2

å2 i

s23

¨
2−
∣∣∣ −√

2

[43]

∣∣∣3+∂ [42] ¨2−∣∣∣ √2

⟨34⟩
∣∣∣3+∂ [41]

= i
⟨23⟩2[42][41]

⟨23⟩[32]⟨34⟩[43]

= i
⟨23⟩3[42][41]

⟨23⟩[32]⟨34⟩[41]⟨12⟩

= i
⟨23⟩3⟨13⟩

⟨12⟩⟨23⟩⟨34⟩⟨41⟩
, (H.103)

where we used −[43]⟨32⟩ = [41]⟨12⟩ and then ⟨13⟩[32] = −⟨14⟩[42].

H.13 Squared amplitude for qq̄ → gg

The non-vanishing helicity configurations for qq̄ → gg are

M
Ä
1+q̄ , 2

−
q , 3

+
g , 4

−
g

ä
= g2

ñ ⟨24⟩3⟨14⟩
⟨12⟩⟨23⟩⟨34⟩⟨41⟩

T a3T a4 +
⟨24⟩3⟨14⟩

⟨12⟩⟨24⟩⟨43⟩⟨31⟩
T a4T a3

ô
, (H.104)

M
Ä
1+q̄ , 2

−
q , 3

−
g , 4

+
g

ä
= g2

ñ ⟨23⟩3⟨13⟩
⟨12⟩⟨23⟩⟨34⟩⟨41⟩

T a3T a4 +
⟨23⟩3⟨13⟩

⟨12⟩⟨24⟩⟨43⟩⟨31⟩
T a4T a3

ô
, (H.105)

with the other amplitudes given by parity flip. Square the amplitudes and compute the sum over

helicities
∑
hel

|M (1q̄, 2q, 3g, 4g)|2.

Solution. We fix

a1 =
⟨24⟩3⟨14⟩

⟨12⟩⟨23⟩⟨34⟩⟨41⟩
, (H.106)

a2 =
⟨24⟩3⟨14⟩

⟨12⟩⟨24⟩⟨43⟩⟨31⟩
, (H.107)

such that

M
Ä
1+q̄ , 2

−
q , 3

+
g , 4

−
g

ä
= g2 (a1T

a3T a4 + a2T
a4T a3) . (H.108)

Then

∑
colour

|M
Ä
1+q̄ , 2

−
q , 3

+
g , 4

−
g

ä
|2= g4

îÄ
|a1|2+|a2|2

ä
tr(T a3T a4T a4T a3) + (a∗1a2 + a1a

∗
2) tr(T

a3T a4T a3T a4)
ó
,

(H.109)
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and the colour traces are

tr(T a3T a4T a4T a3) =
N2

c − 1

Nc

tr(T a3T a3)

=
(N2

c − 1)
2

Nc

. (H.110)

Using the Fierz identity for SU(Nc) matrices,

(T c)j1i1 (T
c)j2i2 = δj2i1 δ

j1
i2 − 1

Nc

δj1i1 δ
j2
i2 , (H.111)

we can write

tr(T a3T a4T a3T a4) = (tr(T a))2 − 1

Nc

tr(T a4T a4)

= −N
2
c − 1

Nc

. (H.112)

We have

|a1|2 =
s324

s12s23s34
=

s324
s212s23

, (H.113)

|a2|2 =
s
/2
24s14

s12s34 /s13
=
s24s14
s212

, (H.114)

a1a
∗
2 =

⟨24⟩3⟨14⟩[41][42]3

⟨12⟩⟨23⟩⟨34⟩⟨41⟩[21][42][34][13]

= − s324s14
s12s34⟨23⟩⟨41⟩[42][13]

, (H.115)

and

a1a
∗
2 + a∗1a2 =

s324s14
s212

Ç
1

⟨23⟩⟨14⟩[42][13]
+

1

[32][41]⟨24⟩⟨31⟩

å
=
s324s14
s212

[32][41]⟨24⟩⟨31⟩+ ⟨23⟩⟨14⟩[42][13]
s23s14s24s13

= −s
3
24s14
s212

⟨23⟩[31][32]⟨31⟩+ ⟨13⟩[32]⟨23⟩[13]
s23s14s24s13

=
s324s14
s212

2s13s23
s23s14s24s13

= 2
s224
s212

, (H.116)

where we used momentum conservation ⟨24⟩[41] = −⟨23⟩[31]. As before, we can use the shorthand

s = s12 , t = s13 = s24 , u = s14 = s23 , (H.117)
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to obtain the squared amplitude

∑
col

|M
Ä
1+q̄ , 2

−
q , 3

+
g , 4

−
g

ä
|2 = g4

[Ç
t3

s2u
+
tu

s2

å
(N2

c − 1)
2

Nc

− 2
t2

s2
N2

c − 1

Nc

]

= g4
[Ä
t2 + u2

ä t

s2u

(N2
c − 1)

2

Nc

− 2
t2

s2
N2

c − 1

Nc

]

= g4
[Ç

t

u
− 2

t2

s2

å
(N2

c − 1)
2

Nc

− 2
t2

s2
N2

c − 1

Nc

]

= g4
[
t

u

(N2
c − 1)

2

Nc

− 2
t2

s2
Nc

Ä
N2

c − 1
ä]
, (H.118)

where we used s2 = (t2 + u2) = t2 + u2 + 2ut on the third line.

M
Ä
1+q̄ , 2

−
q , 3

−
g , 4

+
g

ä
is obtained from M

Ä
1+q̄ , 2

−
q , 3

+
g , 4

−
g

ä
by swapping labels 3 and 4, thus the

squared matrix elements are related by swapping the u- and t-channel,

∑
col

|M
Ä
1+q̄ , 2

−
q , 3

−
g , 4

+
g

ä
|2 = g4

[
u

t

(N2
c − 1)

2

Nc

− 2
u2

s2
Nc

Ä
N2

c − 1
ä]
. (H.119)

The other amplitudes are given by parity flip,

∑
col

|M
Ä
1−q̄ , 2

+
q , 3

−
g , 4

+
g

ä
|2 =

∑
col

|M
Ä
1+q̄ , 2

−
q , 3

+
g , 4

−
g

ä
|2 , (H.120)

∑
col

|M
Ä
1−q̄ , 2

+
q , 3

+
g , 4

−
g

ä
|2 =

∑
col

|M
Ä
1+q̄ , 2

−
q , 3

−
g , 4

+
g

ä
|2 , (H.121)

so

∑
col,hel

|M (1q̄, 2q, 3g, 4g) |2 = g4
ñ
2
(N2

c − 1)2

Nc

t2 + u2

tu
− 4Nc(N

2
c − 1)

t2 + u2

s2

ô
. (H.122)

H.14 Four-Gluon Amplitude

Compute the four-gluon sub-amplitudes,

1. Atree
4 (1−, 2−, 3+, 4+)

Hint. Use the polarizations ϵ−(1, 3), ϵ−(2, 3), ϵ+(3, 2) and ϵ−(4, 2).

Solution. We use the identities between polarization vectors,

ϵ−(1, 3)ϵ−(2, 3) = 0, ϵ+(3, 2)ϵ+(4, 2) = 0, ϵ+(3, 2)ϵ−(2, 3) = 0,

ϵ+(3, 2)ϵ−(1, 3) = 0, ϵ+(4, 2)ϵ−(2, 3) = 0 , (H.123)

so the only non-vanishing scalar product between polarization is ϵ+(4, 2)ϵ−(1, 3) and we have
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further

ϵ±(pi, k) · pi = ϵ±(pi, k) · k = 0, ∀i . (H.124)

Let us compute the Feynman diagrams using the colour-ordered Feynman rules,

iAa =
i

2
(2gµρgνσ − gµσgνρ − gµνgρσ) ϵ−µ (1, 3)ϵ

−
ν (2, 3)ϵ

+
ρ (3, 2)ϵ

+
σ (4, 2)

= 0 . (H.125)

We have
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iAb =

Ç
i√
2

å2 −i
s14

ϵ−µ(1, 3)ϵ−ν(2, 3)ϵ+ρ(3, 2)ϵ+σ(4, 2)

·
ÇÅ

2p1 +��>
0

p4

ã
σ
gµ

α −
Å
��>

0
p1 + 2p4

ã
µ
gσ

α + (p4 − p1)
α gµσ

å
·
Ç
−�������:0
(2p2 + p3)ρgνα − (p2 − p3)α���*0gνρ +�������:0

(2p3 − p2)νgρα

å
= 0 . (H.126)

The non-vanishing contribution is
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iAc =

Ç
i√
2

å2 −i
s12

ϵ−µ(1, 3)ϵ−ν(2, 3)ϵ+ρ(3, 2)ϵ+σ(4, 2)

·

Ñ
(p1 − p4)

α
���*0gµν +

Å
2p2 +��>

0
p1

ã
µ�

��7
0

gν
α −

Å
2p1 +��>

0
p2

ã
ν
gµ

α

é
·
(
(p3 − p4)α���*0gρσ +

Å
2p4 +��>

0
p3

ã
ρ
gσα −

Å
2p3 +��>

0
p4

ã
σ �

��7
0

gρα

)

= −4

Ç
i√
2

å2 −i
s12

(ϵ−(2, 3) · p1)(ϵ+(3, 2) · p4)(ϵ−(1, 3) · ϵ+(4, 2))

= − 2i

s12

(
−
⟨3+| /p1 |2

+⟩
√
2[32]

) ⟨2−| /p4 |3
−⟩

√
2⟨23⟩

(
−⟨3+| γµ |1+⟩√

2[31]

⟨2−| γµ |4−⟩√
2⟨24⟩

)

= − 2i

s12
�
��[31]⟨12⟩���⟨24⟩[43]2⟨21⟩[34]
4[32]⟨23⟩���[31]���⟨24⟩

= − i

s34

⟨12⟩2[34]2

⟨23⟩[32]

= i
⟨12⟩2[34]

⟨23⟩[32]⟨34⟩
(⋆)

= i
⟨12⟩3

⟨23⟩⟨34⟩⟨41⟩

= i
⟨12⟩4

⟨12⟩⟨23⟩⟨34⟩⟨41⟩
. (H.127)

where in (⋆) of eq. (H.127) we multiplied and divided by ⟨21⟩ and use momentum conservation

[32]⟨21⟩ = −[34]⟨41⟩. Note that in (⋆) (H.127) we could also multiply and divide by [41]2 and

use momentum conservation [41]⟨12⟩ = −[43]⟨32⟩ and ⟨34⟩[41] = −⟨32⟩[21] to obtain

iAc = −i [34]3⟨32⟩2

⟨23⟩[32]⟨32⟩[21][41]

= i
[34]4

[12][23][34][41]
. (H.128)

Since the diagram with the crossed gluon legs does not contribute to the color ordered ampli-

tude, we have

iAtree
4 (1−, 2−, 3+, 4+) = iAc . (H.129)

2. Atree
4 (1−, 2+, 3−, 4+)

Hint Use the photon decoupling identity for gluon 1.

Solution. The photon decoupling identity for gluon 1 is

Atree
4 (1, 2, 3, 4) + Atree

4 (1, 3, 4, 2) + Atree
4 (1, 4, 2, 3) = 0 . (H.130)
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thus we can write (using cyclicity)

Atree
4 (1−, 2+, 3−, 4+) = −Atree

4 (1−, 3−, 4+, 2+)− Atree
4 (3−, 1−, 4+, 2+)

= −
Ç ⟨13⟩3

⟨34⟩⟨42⟩⟨21⟩
+

⟨31⟩3

⟨14⟩⟨42⟩⟨23⟩

å
= −⟨13⟩3

⟨42⟩

Ç
1

⟨34⟩⟨21⟩
− 1

⟨14⟩⟨23⟩

å
= −⟨13⟩3

⟨42⟩

Ç⟨14⟩⟨23⟩+ ⟨34⟩⟨12⟩
⟨34⟩⟨21⟩⟨14⟩⟨23⟩

å
=

⟨13⟩4

⟨12⟩⟨23⟩⟨34⟩⟨41⟩
, (H.131)

where we used the Schouten identity ⟨12⟩⟨34⟩ + ⟨14⟩⟨23⟩ + ⟨13⟩⟨42⟩ = 0. So we get for the

MHV amplitude,

Atree
4 (1, 2, 3, 4) =

⟨ij⟩4

⟨12⟩⟨23⟩⟨34⟩⟨41⟩
, (H.132)

where i and j are the two negative helicity gluons.

H.15 Kleiss-Kuijf Relation

Write the Kleiss-Kuiff relation

Atree
n (1, {α}, n, {β}) = (−1)nβ

∑
σ∈{α}⊔{βT }

Atree
n

Ä
1, σ({α}{βT}), n

ä
, (H.133)

for

1. A(12534) with {α} = {2}, {β} = {3, 4},

Solution. A(12534) with {α} = {2}, {β} = {3, 4} has {α} ∪ {βT} = {2, 4, 3}. So

{α} ⊔ {βT} = {(243), (423), (432)} , (H.134)

and

A(12534) = A(12435) + A(14235) + A(14325) . (H.135)

2. A(12354) with {α} = {2, 3}, {β} = {4},

Solution. A(12354) with {α} = {2, 3}, {β} = {4} yields

A(12354) = −A(12345)− A(12435)− A(14235) . (H.136)
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3. A(123654) with {α} = {2, 3}, {β} = {5, 4}.

Solution. A(123654) with {α} = {2, 3}, {β} = {5, 4} has {α} ∪ {βT} = {2, 3, 4, 5} and

yields

A(123654) = A(123456) + A(124356) + A(124536) + A(142356) + A(142536) + A(145236) .

(H.137)

H.16 Four-gluon scattering: multiperipheral decomposition

Consider the scattering process gg → gg and

1. Compute M tree
4 (1−, 2−, 3+, 4+) using the multiperipheral-based colour decomposition.

Hint Use fabcfabd = Ncδ
cd and fa1a2cf ca3a4fda3a1fda4a2 =

N2
c (N

2
c − 1)

2
.

Solution. We have

M tree
4 (1−, 2−, 3+, 4+) = g2[F a1a2cF ca3a4A(1−, 2−, 3+, 4+) + F a1a3cF ca2a4A(1−, 3+, 2−, 4+)]

= −2g2[ fa1a2cf ca3a4︸ ︷︷ ︸
=:c1

A(1−, 2−, 3+, 4+)︸ ︷︷ ︸
=:a−−++

1

+ fa1a3cf ca2a4︸ ︷︷ ︸
=:c2

A(1−, 3+, 2−, 4+)︸ ︷︷ ︸
=:a−−++

2

] ,

(H.138)

where we used F abc = i
√
2fabc.

2. Square the amplitude.

Hint Use fabcfabd = Ncδ
cd and fa1a2cf ca3a4fda3a1fda4a2 = N2

c (N
2
c−1)
2

.

Solution. To square the amplitude we need to compute the colour-factors, which come

from the sum over colour. We have c∗i = ci since f
abc∗ = fabc, and furthermore c1c

∗
1 = c2c

∗
2 =

c1c1, since it is simply a relabelling of the summation indices. We compute

c1c1 = (fa1a2cfa1a2d)(fa3a4cfa3a4d)

= Ncδ
c
c

= N2
c

Ä
N2

c − 1
ä
, (H.139)

c1c2 = fa1a2cf ca3a4fa1a3dfda2a4

=
N2

c (N
2
c − 1)

2
. (H.140)

So the squared amplitude reads

|M tree
4 (1−, 2−, 3+, 4+)|2= 4g4

ï
N2

c

Ä
N2

c − 1
ä Ä

|a−−++
1 |2+|a−−++

2 |2
ä

+
N2

c (N
2
c − 1)

2

Ä
a−−++
1 (a−−++

2 )∗ + a−−++
2 (a−−++

1 )∗
ä ò
, (H.141)
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with

a−−++
1 =

⟨12⟩4

⟨12⟩⟨23⟩⟨34⟩⟨41⟩
, (H.142)

a−−++
2 =

⟨12⟩4

⟨13⟩⟨32⟩⟨24⟩⟨41⟩
, (H.143)

we have

a−−++
1 (a−−++

2 )∗ =
⟨12⟩4

⟨12⟩⟨23⟩⟨34⟩⟨41⟩
[21]4

[31][23][43][14]

= − s412
s14s23⟨12⟩⟨34⟩[31][42]

=
s412
s13s34

=
s312
s214s13

, (H.144)

where we used momentum conservation [42]⟨21⟩ = −[43]⟨31⟩ and all the other contributions

can be computed in complete analogy,

|a−−++
1 |2 = s212

s214
(H.145)

|a−−++
2 |2 = s412

s214s
2
24

. (H.146)

3. Compute the helicity configurations and sum over helicities.

Solution. To compute the sum over helicities we use that only amplitudes with two

negative helicities are non-vanishing. Furthermore, due to parity we have

|M tree
4 (1−, 2−, 3+, 4+)|2 = |M tree

4 (1+, 2+, 3−, 4−)|2 , (H.147)

|M tree
4 (1−, 2+, 3+, 4−)|2 = |M tree

4 (1+, 2−, 3−, 4+)|2 , (H.148)

|M tree
4 (1+, 2−, 3+, 4−)|2 = |M tree

4 (1−, 2+, 3−, 4+)|2 . (H.149)

So the squared matrix element, summed over colour and helicities reads

|M|2 = 2
Å
|M tree

4 (1−, 2−, 3+, 4+)|2+|M tree
4 (1+, 2−, 3−, 4+)|2+|M tree

4 (1−, 2+, 3−, 4+)|2
ã
. (H.150)

The first two summands only need one computation due to the cyclic invariance of the matrix

element,

|M tree
4 (1+, 2−, 3−, 4+)|2= |M tree

4 (1−, 2−, 3+, 4+)|2
∣∣∣∣1→2
4→1
2→3
3→4

. (H.151)
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To express everything in terms of scalar products we use the partial amplitudes (H.138),

a−+−+
1 =

⟨13⟩4

⟨12⟩⟨23⟩⟨34⟩⟨41⟩
, (H.152)

a−+−+
2 =

⟨13⟩4

⟨13⟩⟨32⟩⟨24⟩⟨41⟩
, (H.153)

with

a−+−+
1 (a−+−+

2 )∗ =
s313
s214s12

, (H.154)

|a−+−+
1 |2 = s424

s212s
2
14

, (H.155)

|a−+−+
2 |2 = s224

s214
. (H.156)

So our squared matrix element reads

|M|2 = 2
Å
|M tree

4 (1−, 2−, 3+, 4+)|2+|M tree
4 (1+, 2−, 3−, 4+)|2+|M tree

4 (1−, 2+, 3−, 4+)|2
ã

= 8g4N2
c

Ä
N2

c − 1
ä ï

(
s212
s214

+
s412
s214s

2
24

+
s312
s214s13

) + (
s223
s221

+
s423
s221s

2
31

+
s323
s221s24

)

+ (
s424
s212s

2
14

+
s224
s214

+
s313
s214s12

)
ò

= 8g4N2
c

Ä
N2

c − 1
ä ï2 (s212 + s13s12 + s213)

3

s212s
2
13 (s12 + s13)

2

ò
= 8g4N2

c

Ä
N2

c − 1
ä (s212 + s213 + s214)

3

4s212s
2
13s

2
14

, (H.157)

where we first wrote everything in terms of the independent kinematic invariants s12 and s13

and then used s12 + s13 = −s14 to highlight the singularity structure. To obtain the fully

differential cross section we have to average over the colour and helicities of the initial states

by multiplying (1/2)2(1/(N2
c − 1))2. One can easily verify that our result is the same as

|M|2 = 1

4(N2
c − 1)2

|M|2= 4N2
c

N2
c − 1

g4
ñ
3− s12s13

s214
− s12s14

s213
− s13s14

s212

ô
, (H.158)

which can be found in reviews of two-jet production at hadron colliders.

H.17 Four-gluon scattering: trace-based decomposition

Consider the scattering process gg → gg and

1. Compute M tree
4 (1, 2, 3, 4) using the trace-based colour decomposition.

2. Square the amplitude and compute |M tree
4 (1−, 2−, 3+, 4+)|2
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Hint Remember that you can use the U(Nc) completeness relation for gluon amplitudes.

Solution. In the following we use the shorthand notation T a1 . . . T an = T 1...n. The colour

ordered amplitude may be written, after applying reflection symmetry, as

M tree
4 (1, 2, 3, 4) = g2A(1234)[ tr

Ä
T 1234

ä
+ tr

Ä
T 1432

ä
] + g2A(1324)[ tr

Ä
T 1324

ä
+ tr

Ä
T 1423

ä
]

+ g2A(1342)[ tr
Ä
T 1342

ä
+ tr

Ä
T 1243

ä
] . (H.159)

This can be further simplified by using the photon decoupling identity (replace e.g. T a4 by the U(1)

generator, 1)

A(1342) = −A(1234)− A(1324) . (H.160)

which yields

M tree
4 (1, 2, 3, 4) = g2A(1234) [ tr

Ä
T 1234

ä
+ tr

Ä
T 1432

ä
− tr

Ä
T 1342

ä
− tr

Ä
T 1243

ä
]︸ ︷︷ ︸

c1

+ g2A(1324) [ tr
Ä
T 1324

ä
+ tr

Ä
T 1423

ä
− tr

Ä
T 1342

ä
− tr

Ä
T 1243

ä
]︸ ︷︷ ︸

c2

. (H.161)

Instead of rewriting everything in terms of the structure constants, we want to compute the color

factors directly from the trace decomposition. We use tr(T 1...n)
∗
= tr(T n...1). We saw, that the color

algebra can be performed for U(Nc), that means we use the completeness relation,

(T a)ij(T
a)kl = δilδ

k
j . (H.162)

Since the generators of U(Nc) are hermitian but not traceless we have

tr(T a) ̸= 0 δaa = N2
c . (H.163)

To perform the colour algebra, we use

tr(AT aB) tr(CT aD) = tr(ADCB) , (H.164)

and

tr(AT aBT aC)|B ̸=1= tr(AC) tr(B) , (H.165)
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for A,B,C,D being strings of generators of U(Nc). Let us e.g. look at

tr
Ä
T 1234

ä
(tr
Ä
T 1432

ä
)∗ = tr

Ä
T 1234

ä
tr
Ä
T 2341

ä
= tr

Ä
T 234T 234

ä
= tr

Ä
T 34
ä
tr
Ä
T 34
ä

= tr
Ä
T 4T 4

ä
= δa4a4

= N2
c . (H.166)

So, computing the colour factors boils down to applying the two identities (which is completely

algorithmic) and gives

tr
Ä
T 1,2,3,4

ä2
= N2

c , tr
Ä
T 1,2,3,4

ä
tr
Ä
T 1,2,4,3

ä
= N2

c , tr
Ä
T 1,2,4,3

ä2
= N2

c ,

tr
Ä
T 1,2,3,4

ä
tr
Ä
T 1,3,2,4

ä
= N2

c , tr
Ä
T 1,2,4,3

ä
tr
Ä
T 1,3,2,4

ä
= N2

c , tr
Ä
T 1,2,3,4

ä
tr
Ä
T 1,3,4,2

ä
= N2

c ,

tr
Ä
T 1,2,4,3

ä
tr
Ä
T 1,3,4,2

ä
= N4

c , tr
Ä
T 1,3,2,4

ä
tr
Ä
T 1,3,4,2

ä
= N2

c , tr
Ä
T 1,3,4,2

ä2
= N2

c ,

tr
Ä
T 1,2,3,4

ä
tr
Ä
T 1,4,2,3

ä
= N2

c , tr
Ä
T 1,2,4,3

ä
tr
Ä
T 1,4,2,3

ä
= N2

c , tr
Ä
T 1,3,4,2

ä
tr
Ä
T 1,4,2,3

ä
= N2

c ,

tr
Ä
T 1,2,3,4

ä
tr
Ä
T 1,4,3,2

ä
= N4

c , tr
Ä
T 1,2,4,3

ä
tr
Ä
T 1,4,3,2

ä
= N2

c , tr
Ä
T 1,3,2,4

ä
tr
Ä
T 1,4,3,2

ä
= N2

c ,

tr
Ä
T 1,3,4,2

ä
tr
Ä
T 1,4,3,2

ä
= N2

c , tr
Ä
T 1,4,2,3

ä
tr
Ä
T 1,4,3,2

ä
= N2

c , tr
Ä
T 1,4,3,2

ä2
= N2

c . (H.167)

We get, as before,

c1c
∗
1 = 4N2

c (−1 +N2
c ), c1c

∗
2 = 2N2

c (−1 +N2
c ) . (H.168)

The rest is completely analogous to the multiperipheral decomposition.

H.18 Multi-Regge Kinematics (MRK)

Consider the scattering of 2 → (n− 2) gluons g(−p1)g(−pn) → g(p2) . . . g(pn−1).

In MRK: p+ ≫ . . .≫ p+n−1, p
−
2 ≪ . . .≪ p−n−1.

1. For the helicity configuration (1−, 2+, 3+, . . . , (n− 1)+, n−), compute the sub-amplitude

A (1−, 2+, 3+, . . . , (n− 1)+, n−).
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Solution.

A
Ä
1−, 2+, 3+, . . . , (n− 1)+, n−ä = ⟨1n⟩4

⟨12⟩⟨23⟩ . . . ⟨(n− 1)n⟩⟨n1⟩

=
s2

ip2⊥

 
−p+1

��p
+
2

p3⊥

√
��p
+
2

��p
+
3

. . . pn−1⊥

Ã
�
��p+n−2

�
��p+n−1

i
√
−p−n���p+n−1

√
s

= − s

p2⊥p3⊥ . . . pn−1⊥
. (H.169)

2. Compute A (1−, 2+, . . . , (j − 1)+, (j + 1)+, . . . , (n− 1)+, n−, j+) and show that up to a sign it

equals (1−, 2+, 3+, . . . , (n− 1)+, n−).

Solution.

A
Ä
1−, 2+, . . . , (j − 1)+, (j + 1)+, . . . , (n− 1)+, n−, j+

ä
=

⟨1n⟩4

⟨12⟩⟨23⟩ . . . ⟨(j − 1)(j + 1)⟩ . . . ⟨(n− 1)n⟩⟨nj⟩⟨j1⟩

=
s2

ip2⊥

 
−p+1

��p
+
2

p3⊥

√
��p
+
2

��p
+
3

. . . pj+1⊥

Ã
�
��p+j−1

�
��p+j+1

. . . i
√
−p−n���p+n−1(−i)

√
−p−n �

�p+j (−i)pj⊥
√

−p+1

�
�p+j

=
s

p2⊥p3⊥ . . . pn−1⊥
. (H.170)

3. In eq. (1.199), it has been shown that

M tree
n |y2≫y3≫...≫yn−1= gn−2 (F a2 . . . F an−1)a1an A

tree
n (1, 2, . . . , n− 1, n) . (H.171)

Show that in MRK, the four MHV configurations,Ä
1−, 2+, 3+, . . . , (n− 1)+, n−ä , Ä

1−, 2+, 3+, . . . , (n− 1)−, n+
ä
,Ä

1+, 2−, 3+, . . . , (n− 1)+, n−ä , Ä
1+, 2−, 3+, . . . , (n− 1)−, n+

ä
. (H.172)

differ only by an overall phase, and that all the other MHV configurations are power suppressed.

Solution. We only need the colour ordering (1, 2, . . . , n− 1, n).

(a) For the MHV configuration (1−, 2+, 3+, . . . , (n− 1)+, n−) we have eq. (H.169).

(b) In order to compute A((1−, 2+, 3+, . . . , (n− 1)−, n+)) we just need to replace ⟨1n⟩4 with

⟨1(n− 1)⟩4 in eq. (H.169),

⟨1n⟩ = −
»
(−p+1 )(−p−n ) = −

√
s ≃ −

√
p+2 p

−
n−1 , (H.173)

⟨1(n− 1)⟩ = ipn−1⊥

Ã
−p+1
p+n−1

. (H.174)
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Use the mass-shell condition p+p− = p⊥p
∗
⊥, then

⟨1(n− 1)⟩ = i

√
pn−1⊥

p∗n−1⊥

√
−p+1 p−n−1 ≃ i

√
pn−1⊥

p∗n−1⊥

√
s , (H.175)

since

√
pn−1⊥

p∗n−1⊥
is a phase, from ⟨1n⟩ to ⟨1(n− 1)⟩ there is only an overall phase change.

(c) For the MHV configuration, ((1+, 2−, 3+, . . . , (n− 1)+, n+)) we just need to replace we

just need to replace ⟨1n⟩4 with ⟨2n⟩4 in eq. (H.169),

⟨2n⟩ = i
»
−p−n p+2 ≃ i

√
s . (H.176)

Thus from ⟨1n⟩ to ⟨2n⟩ there is only an overall phase change.

(d) For the MHV configuration, ((1+, 2−, 3+, . . . , (n− 1)−, n+)) we just need to replace we

just need to replace in eq. (H.169) ⟨1n⟩4 with ⟨2(n− 1)⟩4

⟨2(n− 1)⟩ = pn−1⊥

Ã
p+2
p+n−1

=

√
pn−1⊥

p∗n−1⊥

√
p+2 p

−
n−1 ≃

√
pn−1⊥

p∗n−1⊥

√
s . (H.177)

So again from ⟨1n⟩ to ⟨2(n− 1)⟩ there is only an overall phase change.

(e) Every other MHV configuration will hate in the numerator ⟨jk⟩4 where j = 1, 2, n − 1, n

and k = 3, . . . , n − 2 or j, k = 3, . . . , n − 2 and it is straightforward to see that they are

all power suppressed with respect to the four we just computed.

H.19 Off-shell current Jµ(1+, 2+)

Compute the off-shell current,

Jµ(1, 2) =
−i

(p1 + p2)2
V µνρ
3 (p1, p2)Jν(1)Jρ(2) , (H.178)

with

V µνρ
3 =

i√
2
[2gµρpν2 − 2gµνpρ1 + gνρ(p1 − p2)

µ] , (H.179)

and Jµ(i±) = ϵµ±(pi, qi). For positive-helicity gluons, take the same reference vector q and show that

it can be written as

Jµ(1+, 2+) =
1√
2

⟨q−| γµ(/p1 + /p2) |q
+⟩

⟨q1⟩⟨12⟩⟨2q⟩
. (H.180)

Solution. In V µνρ
3 , the gνρ term does not contribute, because it contracts the polarization
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vectors yielding ϵ+(1, q) · ϵ+(2, q) = 0. Thus

Jµ(1+, 2+) = − i

(p1 + p2)
2

i√
2
(2gµρpν2 − 2gµνpρ1)

⟨q−| γν |1−⟩√
2⟨q1⟩

⟨q−| γρ |2−⟩√
2⟨q2⟩

=
1√
2

1

⟨12⟩

Å⟨q−| γµ/p2 |q+⟩
⟨q1⟩⟨2q⟩

+
⟨q−| γµ/p1 |q

+⟩
⟨q1⟩⟨2q⟩

ã
=

1√
2

⟨q−| γµ
Ä
/p1 + /p2

ä
|q+⟩

⟨q1⟩⟨12⟩⟨2q⟩
, (H.181)

where we used

/pi

∣∣∣q+∂ = ∣∣∣i−∂ ⟨iq⟩ ⇔
∣∣∣i−∂ = /pi |q

+⟩
⟨iq⟩

. (H.182)

H.20 Off-shell current Jµ(1−, 2+) and Jµ(1−, 2+, 3+)

Compute the off-shell currents Jµ(1−, 2+) and Jµ(1−, 2+, 3+) using the polarization vectors

ϵµ−(p1, p2), ϵµ+(p2, p1), ϵµ+(p3, p1) . (H.183)

Solution. We have

Jµ(1−, 2+) =
−i

(p1 + p2)2
V µνρ
3 (p1, p2)Jν(1

−)Jρ(2
+) , (H.184)

where in V µνρ
3 , the gνρ term does not contribute, because it contracts the polarization vectors yielding

ϵ−(1, 2) · ϵ+(2, 1) = 0. Thus

Jµ(1−, 2+) = − i

(p1 + p2)
2

i√
2
(2gµρpν2 − 2gµνpρ1)

(
−⟨2+| γν |1+⟩√

2[21]

)
⟨1−| γρ |2−⟩√

2⟨12⟩
= 0 . (H.185)

We have furthermore

Jµ(1−, 2+, 3+) =
−i
P 2
1,3

ï
V µνρ
3 (p1, P2,3) Jν(1

−)Jρ(2
+, 3+) + V µνρ

3 (P1,2, p3)������:0
Jν(1

−, 2+)Jρ(3
+)

+ V µνρσ
4 Jν(1

−)Jρ(2
+)Jσ(3

+)
ò
, (H.186)

where in V µνρ
3 , the gνρ term does not contribute, because it contracts the polarization vectors yielding

ϵ−(1, 2) · ϵ+(pi, 1) = 0 for i = 2, 3. Likewise, V µνρσ
4 does not contribute, so

Jµ(1−, 2+, 3+) =
−i
P 2
1,3

i√
2
(2gµρP ν

2,3 − 2gµνpρ1)

(
−⟨1−| γν |2−⟩√

2[21]

)
1√
2

⟨1−| γρ
Ä
/p2 + /p3

ä
|1+⟩

⟨12⟩⟨23⟩⟨31⟩

=
1√
2P 2

1,3

⟨1−| γµ /P 2,3 |1+⟩
⟨12⟩⟨23⟩⟨31⟩

(
−
⟨1−| /P 2,3 |2−⟩

[21]

)
. (H.187)
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Note that /P 2,3 |2−⟩ = /p3 |2−⟩ and of course /pi
2 = 0, and we can write

−
⟨1−| /P 2,3 |2−⟩

[21]
=

⟨1−| /p3/p2 |1
+⟩

P 2
1,2

=
⟨1−| /p3 /P 1,3 |1+⟩

P 2
1,2

. (H.188)

So,

Jµ(1−, 2+, 3+) =
1√
2

⟨1−| γµ /P 2,3 |1+⟩
⟨12⟩⟨23⟩⟨31⟩

⟨1−| /p3 /P 1,3 |1+⟩
P 2
1,2P

2
1,3

, (H.189)

which is the first non-trivial case of the formula for the Jµ(1−, 2+, . . . , n+) current.

H.21 Eikonal identity

Prove the “eikonal identity”

k−1∑
i=j

⟨i(i+ 1)⟩
⟨iq⟩⟨q(i+ 1)⟩

=
⟨jk⟩

⟨jq⟩⟨qk⟩
. (H.190)

Hint Prove it by induction using Schouten identity.

Solution. The first term in the induction, k = j + 1, such that i = j = k − 1 is trivially

fulfilled. Let us suppose that the identity holds when j ≤ k − 2,

k−2∑
i=j

⟨i(i+ 1)⟩
⟨iq⟩⟨q(i+ 1)⟩

=
⟨j(k − 1)⟩

⟨jq⟩⟨q(k − 1)⟩
, (H.191)

then

k−1∑
i=j

⟨i(i+ 1)⟩
⟨iq⟩⟨q(i+ 1)⟩

=
⟨j(k − 1)⟩

⟨jq⟩⟨q(k − 1)⟩
+

⟨(k − 1)k⟩
⟨(k − 1)q⟩⟨qk⟩

=
⟨j(k − 1)⟩⟨(k − 1)q⟩⟨qk⟩+ ⟨(k − 1)k⟩⟨jq⟩⟨q(k − 1)⟩

⟨jq⟩⟨q(k − 1)⟩⟨(k − 1)q⟩⟨qk⟩
. (H.192)

Using Schouten identity,

⟨j(k − 1)⟩⟨qk⟩+ ⟨jq⟩⟨k(k − 1)⟩+ ⟨jk⟩⟨(k − 1)q⟩ = 0 , (H.193)

we can write

k−1∑
i=j

⟨i(i+ 1)⟩
⟨iq⟩⟨q(i+ 1)⟩

= ������⟨(k − 1)q⟩⟨jk⟩������⟨q(k − 1)⟩
⟨jq⟩������⟨q(k − 1)⟩������⟨(k − 1)q⟩⟨qk⟩

=
⟨jk⟩

⟨jq⟩⟨qk⟩
Q.E.D. (H.194)
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H.22 A useful identity

Prove the identity

n−1∑
i=1

⟨i(i+ 1)⟩
⟨iq⟩⟨q(i+ 1)⟩

¨
q−
∣∣∣ /P i+1,n =

⟨1−| /P 1,n

⟨1q⟩
, (H.195)

with Pi,n = pi + · · ·+ pn.

Hint Use the eikonal identity
k−1∑
i=j

⟨i(i+1)⟩
⟨iq⟩⟨q(i+1)⟩ =

⟨jk⟩
⟨jq⟩⟨qk⟩ .

Hint Use the eikonal identity and induction.

SOLUTION I: We start with

n−1∑
i=1

⟨i(i+ 1)⟩
⟨iq⟩⟨q(i+ 1)⟩

¨
q−
∣∣∣ /P i+1,n

=
⟨12⟩

⟨1q⟩⟨q2⟩
¨
q−
∣∣∣ Ä/p2 + · · ·+ /pn

ä
+

⟨23⟩
⟨2q⟩⟨q3⟩

¨
q−
∣∣∣ Ä/p3 + · · ·+ /pn

ä
+ · · ·+ ⟨(n− 1)n⟩

⟨(n− 1)q⟩⟨qn⟩
¨
q−
∣∣∣ /pn .

(H.196)

Now we collect the coefficients of the /pi terms,

=
n−1∑
i=1

⟨i(i+ 1)⟩
⟨iq⟩⟨q(i+ 1)⟩

¨
q−
∣∣∣ /pn + n−2∑

i=1

⟨i(i+ 1)⟩
⟨iq⟩⟨q(i+ 1)⟩

¨
q−
∣∣∣ /pn−1

+ · · ·+ ⟨12⟩
⟨1q⟩⟨q2⟩

¨
q−
∣∣∣ /p2 , (H.197)

and use the eikonal identity for each coefficient,

=
⟨1n⟩

⟨1q⟩���⟨qn⟩�
��⟨qn⟩
¨
n+
∣∣∣+ ⟨1(n− 1)⟩

⟨1q⟩������⟨q(n− 1)⟩������⟨q(n− 1)⟩
¨
(n− 1)+

∣∣∣+ · · ·+ ⟨12⟩
⟨1q⟩���⟨q2⟩�

��⟨q2⟩
¨
2+
∣∣∣

=
⟨1−| /P 2,n

⟨1q⟩

=
⟨1−| /P 1,n

⟨1q⟩
. (H.198)

SOLUTION II: The first therm in the induction, n = 2, yields

⟨12⟩
⟨1q⟩⟨q2⟩

¨
q−
∣∣∣ /p2 = ⟨12⟩

⟨1q⟩���⟨q2⟩�
��⟨q2⟩
¨
2+
∣∣∣

=
⟨1−| /P 2,2

⟨1q⟩

=
⟨1−| /P 1,2

⟨1q⟩
. (H.199)

Let us suppose the identity holds for i ≤ n− 2,

n−2∑
i=1

⟨i(i+ 1)⟩
⟨iq⟩⟨q(i+ 1)⟩

¨
q−
∣∣∣ /P i+1,n−1 =

⟨1−| /P 1,n−1

⟨1q⟩
(H.200)
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then

n−1∑
i=1

⟨i(i+ 1)⟩
⟨iq⟩⟨q(i+ 1)⟩

¨
q−
∣∣∣ /P i+1,n =

⟨1−| /P 1,n−1

⟨1q⟩
+

n−1∑
i=1

⟨i(i+ 1)⟩
⟨iq⟩⟨q(i+ 1)⟩

¨
q−
∣∣∣ /pn

=
⟨1−| /P 1,n−1

⟨1q⟩
+

⟨1n⟩
⟨1q⟩���⟨qn⟩�

��⟨qn⟩
¨
n+
∣∣∣

=
⟨1−| /P 1,n

⟨1q⟩
, (H.201)

where we used the eikonal identity on the second summand.

H.23 Off-shell current Jµ(1−, 2+, . . . , n+)

The recursion relation for Jµ(1−, 2+, . . . , n+) is

Jµ(1−, 2+, . . . , n+) =
−i
P 2
1,n

ï
V µνρ
3 (p1, P2,n)Jν(1

−)Jρ(2
+, . . . , n+)

+
n−1∑
i=3

V µνρ
3 (P1,i, Pi+1,n)Jν(1

−, . . . , i+)Jρ(i+ 1+, . . . , n+)

+
n−2∑
i=1

V µνρσ
4 Jν(1

−, . . . , i+)
n−1∑

j=i+1

Jρ(i+ 1+, . . . , j+)Jσ(j + 1+, . . . , n+)
ò
. (H.202)

Using induction, compute Jµ(1−, 2+, . . . , n+) with ϵµ−(p1, p2) and ϵ
µ
+(pi, p1) for i = 2, . . . , n.

Hint Show that V µνρσ
4 and the gνρ-term in V µνρ

3 do not contribute, because they contract

directly two current, yielding terms like ⟨1−| γν |2−⟩ ⟨1−| γνγα |1+⟩ and ⟨1−| γνγα |1+⟩ ⟨1−| γνγβ |1+⟩
which can be Fierzed away, and reducing the recursion relation to

Jµ(1−, 2+, . . . , n+) =
−i
P 2
1,n

ï
V µνρ
3 (p1, P2,n)Jν(1

−)Jρ(2
+, . . . , n+)

+
n−1∑
i=3

V µνρ
3 (P1,i, Pi+1,n)Jν(1

−, . . . , i+)Jρ(i+ 1+, . . . , n+)
ò
. (H.203)

with V µνρ
3 (P,Q) = i√

2
(2gµρQν − 2gµνP ρ).
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Solution. We have

Jµ(1−, 2+, . . . , n+) =
−i
P 2
1,n

i√
2

ï
(2gµρP ν

2,n − 2gµνpρ1)

(
−⟨1−| γν |2−⟩√

2[21]

)
1√
2

⟨1−| γρ /P 2,n |1+⟩
⟨12⟩ · · · ⟨(n− 1)n⟩⟨n1⟩︸ ︷︷ ︸

=:(1)

+
n−1∑
i=3

(2gµρP ν
i+1,n − 2gµνP ρ

1,i)
1√
2

⟨1−| γρ /P i+1,n |1+⟩
⟨1(i+ 1)⟩ · · · ⟨(n− 1)n⟩⟨n1⟩︸ ︷︷ ︸

=:(2a)

× 1√
2

⟨1−| γν /P 2,i |1+⟩
⟨12⟩ · · · ⟨1i⟩

i∑
k=3

⟨1−| /pk /P 1,k |1+⟩
P 2
1,k−1P

2
1,k︸ ︷︷ ︸

=:(2b)

ò
. (H.204)

with

(1) =
⟨1−| γµ /P 2,n |1+⟩

⟨12⟩ · · · ⟨(n− 1)n⟩⟨n1⟩

(
−
⟨1−| /P 2,n |2−⟩

[21]

)

=
⟨1−| γµ /P 2,n |1+⟩

⟨12⟩ · · · ⟨(n− 1)n⟩⟨n1⟩
⟨1−| /P 2,n/p2 |1

+⟩
P 2
1,2

, (H.205)

and

(2a)× (2b) =
n−1∑
i=3

Å⟨1−| /P i+1,n /P 2,i |1+⟩
⟨12⟩ · · · ⟨i1⟩

⟨1−| γµ /P i+1,n |1+⟩
⟨1(i+ 1)⟩ · · · ⟨(n− 1)n⟩⟨n1⟩

−
⟨1−| γµ /P 2,i |1+⟩
⟨12⟩ · · · ⟨i1⟩

⟨1−| /P 1,i /P i+1,n |1+⟩
⟨1(i+ 1)⟩ · · · ⟨(n− 1)n⟩⟨n1⟩

ã i∑
k=3

⟨1−| /pk /P 1,k |1+⟩
P 2
1,k−1P

2
1,k

. (H.206)

The numerators can be summed,¨
1−
∣∣∣ /P i+1,n /P 2,i

∣∣∣1+∂ ¨1−∣∣∣ γµ /P 2,n

∣∣∣1+∂ , (H.207)

and we add ¨
1−
∣∣∣ /P i+1,n /P i+1,n

∣∣∣1+∂ = P 2
i+1,n

¨
1−
∣∣∣1+∂ = 0 , (H.208)

such that

(2a)× (2b) =
⟨1−| γµ /P 2,n |1+⟩

⟨12⟩ · · · ⟨(n− 1)n⟩⟨n1⟩

n−1∑
i=3

⟨i(i+ 1)⟩
⟨(i1)⟩⟨1(i+ 1)⟩

¨
1−
∣∣∣ /P i+1,n /P 2,n

∣∣∣1+∂ i∑
k=3

⟨1−| /pk /P 1,k |1+⟩
P 2
i,k−1P

2
1,k

.

(H.209)
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Figure H.4: Sketch of the proof of the nested sum rearrangement. Same coloured dots represent one
term at a fixed i (left arrangement) or k (right arrangement) respectively.

Let us deal in particular with

n−1∑
i=3

⟨i(i+ 1)⟩
⟨(i1)⟩⟨1(i+ 1)⟩

¨
1−
∣∣∣ /P i+1,n

i∑
k=3

⟨1−| /pk /P 1,k |1+⟩
P 2
1,k−1P

2
1,k

. (H.210)

Using the sum rearrangement shown in fig. H.4, we can write

n−1∑
i=3

⟨i(i+ 1)⟩
⟨(i1)⟩⟨1(i+ 1)⟩

¨
1−
∣∣∣ /P i+1,n

i∑
k=3

⟨1−| /pk /P 1,k |1+⟩
P 2
1,k−1P

2
1,k

=
n−1∑
k=3

⟨1−| /pk /P 1,k |1+⟩
P 2
1,k−1P

2
1,k

n−1∑
i=k

⟨i(i+ 1)⟩
⟨(i1)⟩⟨1(i+ 1)⟩

¨
1−
∣∣∣ /P i+1,n

=
n−1∑
k=3

⟨1−| /pk /P 1,k |1+⟩
P 2
1,k−1P

2
1,k

⟨k−| /P k,n

⟨k1⟩
, (H.211)

where we used the same derivation as for the “useful identity” in sec. H.22 to go from the second to

last to the last line. So we get

Jµ(1−, 2+, . . . , n+) =
1√
2P 2

1,n

⟨1−| γµ /P 2,n |1+⟩
⟨12⟩ · · · ⟨(n− 1)n⟩⟨n1⟩

×
ï⟨1−| /P 2,n/p2 |1

+⟩
P 2
1,2

+
n−1∑
k=3

⟨k−| /P k+1,n /P 2,n |1+⟩
⟨k1⟩

⟨1−| /pk /P 1,k |1+⟩
P 2
1,k−1P

2
1,k

ò
. (H.212)

We will focus now on the term in the squared bracket and use P1,n = P1,k + Pk+1,n,

n−1∑
k=3

⟨k−| /P k+1,n /P 2,n |1+⟩
⟨k1⟩

⟨1−| /pk /P 1,k |1+⟩
P 2
1,k−1P

2
1,k

=
n−1∑
k=3

⟨1−| /pk /P 1,k |1+⟩
P 2
1,k−1P

2
1,k

ï
(P1,n)

2 −
⟨k−| /P 1,k /P 2,n |1+⟩

⟨k1⟩

ò
=

n∑
k=3

⟨1−| /pk /P 1,k |1+⟩
P 2
1,k−1P

2
1,k

(P1,n)
2 −

⟨1−| /pn /P 1,n |1+⟩
P 2
1,n−1

−
n−1∑
k=3

⟨1−| /pk /P 1,k |1+⟩
P 2
1,k−1P

2
1,k

⟨k−| /P 1,k /P 2,n |1+⟩
⟨k1⟩

,

(H.213)
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where the highlighted term corresponds to the expected result. To finalise the prove we have to show,

that the remaining term,

R =
⟨1−| /P 2,n/p2 |1

+⟩
P 2
1,2

−
⟨1−| /pn /P 1,n |1+⟩

P 2
1,n−1

−
n−1∑
k=3

⟨1−| /pk /P 1,k |1+⟩
P 2
1,k−1P

2
1,k

⟨k−| /P 1,k /P 2,n |1+⟩
⟨k1⟩

, (H.214)

vanishes.

We start by rewriting the sum,

−
n−1∑
k=3

⟨1−| /pk /P 1,k |1+⟩
P 2
1,k−1P

2
1,k

⟨k−| /P 1,k /P 2,n |1+⟩
⟨k1⟩

= −
n−1∑
k=3

(−���⟨k1⟩)
⟨k+| /P 1,k |1+⟩
P 2
1,k−1P

2
1,k

⟨k−| /P 1,k /P 2,n |1+⟩
���⟨k1⟩

=
n−1∑
k=3

⟨1−| /P 1,k/pk
/P 1,k /P 2,n |1+⟩

P 2
1,k−1P

2
1,k

(use Clifford algebra) =
n−1∑
k=3

2(pkP1,k−1) ⟨1−| /P 1,k /P 2,n |1+⟩ − (P1,k)
2 ⟨1−| /pk /P 2,n |1+⟩

P 2
1,k−1P

2
1,k

=
n−1∑
k=3

(P 2
1,k − P 2

1,k−1) ⟨1−| /P 1,k /P 2,n |1+⟩ − (P1,k)
2 ⟨1−| /pk /P 2,n |1+⟩

P 2
1,k−1P

2
1,k

=
n−1∑
k=3

⟨1−| /P 1,k−1 /P 2,n |1+⟩
P 2
1,k−1

−
n−1∑
k=3

⟨1−| /P 1,k /P 2,n |1+⟩
P 2
1,k

(extend sums + k → k − 1 in second sum) =
�������������n∑
k=3

⟨1−| /P 1,k−1 /P 2,n |1+⟩
P 2
1,k−1

−
⟨1−| /P 1,n−1 /P 2,n |1+⟩

P 2
1,n−1

−
������������n−1∑
k=2

⟨1−| /P 1,k /P 2,n |1+⟩
P 2
1,k

+
⟨1−| /P 1,2 /P 2,n |1+⟩

P 2
1,2

(use P1,n−1 = P1,n − pn and ⟨11⟩ = 0) =
⟨1−| /pn /P 2,n |1+⟩

P 2
1,n−1

−
⟨1−| /P 2,n/p2 |1

+⟩
P 2
1,2

. (H.215)

This rewriting makes obvious, that the remainder R in (H.214) indeed vanishes, which is what we

wanted to show.

H.24 Quark-quark scattering

Figure H.5: qq̄ → q′q̄′ scattering for the amplitude M4(1
+
q , 2

−
q̄ , 3

+
q′ , 4

−
q̄′).

Let us consider quark-quark scattering with different flavours q, q′ as shown in fig. H.5.
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i) Compute the amplitude M4(1
+
q , 2

−
q̄ , 3

+
q′ , 4

−
q̄′).

ii) Square the amplitude.

iii) Compute the other helicity configurations and sum over helicities.

Hint Use the results of e+e− → µ+µ−.

Then repeat steps i), ii) and iii) in the case where the incoming and outgoing quarks have the

same flavour.

Hint You must subtract the contribution with quarks 1 and 3 exchanged. Why?

Solution. We have

M4(1
+
q , 2

−
q̄ , 3

+
q′ , 4

−
q̄′) = g2(T a)ī2i1(T

a)ī4i3A(1
+
q , 2

−
q̄ , 3

+
q′ , 4

−
q̄′) , (H.216)

where up to a factor 2, the colour-stripped amplitude is the same as the amplitude for e+e− → µ+µ−

we computed in eq. (H.30), so it is

iA(1+q , 2
−
q̄ , 3

+
q′ , 4

−
q̄′) =

i

s12
⟨24⟩[31] . (H.217)

The colour factor for the squared amplitude is trivially computed to be

tr
Ä
T aT b

ä
tr
Ä
T aT b

ä
= δabδab = N2

c − 1 , (H.218)

so

|M4(1
+
q , 2

−
q̄ , 3

+
q′ , 4

−
q̄′)|2= g4(N2

c − 1)
s213
s212

. (H.219)

For |M4(1
+
q , 2

−
q̄ , 3

−
q′ , 4

+
q̄′)|2 we can use charge conjugation on the current of the outgoing quarks 4 ↔ 3

to immediately get

|M4(1
+
q , 2

−
q̄ , 3

−
q′ , 4

+
q̄′)|2= g4(N2

c − 1)
s214
s212

. (H.220)

The last two configurations are obtained from the already computed one by parity, so the square

does not change and we have

∑
hel

|M4(1q, 2q̄, 3q′ , 4q̄′)|2= 2g4(N2
c − 1)

s213 + s214
s212

, (H.221)

or if we average over the initial colours and helicities, i.e. divide by 4N2
c ,

∑
hel

|M4(1q, 2q̄, 3q′ , 4q̄′)|2=
g4(N2

c − 1)

2N2
c

s213 + s214
s212

. (H.222)
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In the case where the incoming and outgoing quarks have the same flavour,

M4(1
+
q , 2

−
q̄ , 3

+
q , 4

−
q̄ ) = g2(T a)ī2i1(T

a)ī4i3A(1
+
q , 2

−
q̄ , 3

+
q′ , 4

−
q̄′)− g2(T a)ī2i3(T

a)ī4i1A(3
+
q , 2

−
q̄ , 1

+
q , 4

−
q̄ )

= g2
ï
(T a)ī2i1(T

a)ī4i3
⟨24⟩[31]
s12︸ ︷︷ ︸
=:a1

−(T a)ī2i3(T
a)ī4i1

⟨24⟩[13]
s32︸ ︷︷ ︸
=:a2

ò
. (H.223)

To square the amplitude we need the additional the colour factor,

tr
Ä
T aT bT aT b

ä
= −N

2
c − 1

Nc

, (H.224)

and the additional term,

a1a
∗
2 =

⟨24⟩[31][42]⟨31⟩
s12s14

, (H.225)

so

|M4(1
+
q , 2

−
q̄ , 3

+
q , 4

−
q̄ )|2= g4

ï Çs213
s212

+
s213
s214

å
(N2

c − 1)− 2
s213
s12s14

N2
c − 1

Nc

ò
. (H.226)

The other helicity configurations are

M4(1
+
q , 2

−
q̄ , 3

−
q , 4

+
q̄ ) = g2(T a)i2i1(T

a)i4i3
⟨23⟩[41]
s12

, (H.227)

and the one with the quarks 1 and 3 interchanged,

M4(3
+
q , 2

−
q̄ , 1

−
q , 4

+
q̄ ) = g2(T a)i2i3(T

a)i4i1
⟨21⟩[43]
s32

. (H.228)

Note that they cannot interfere. With

|M4(1
+
q , 2

−
q̄ , 3

−
q , 4

+
q̄ )|2= g4(N2

c − 1)
s214
s212

, (H.229)

|M4(3
+
q , 2

−
q̄ , 1

−
q , 4

+
q̄ )|2= g4(N2

c − 1)
s234
s232

, (H.230)

and the other helicity configurations obtained by parity we have

∑
hel

|M4(1q, 2q̄, 3q, 4q̄)|2 =
1

4N2
c

∑
hel

|M4(1q, 2q̄, 3q, 4q̄)|2

=
g4(N2

c − 1)

2N2
c

ïs213 + s214
s212

+
s213 + s212
s214

− 2

Nc

s213
s12s14

ò
. (H.231)
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H.25 gg → H and gg → Hg scattering in HEFT

1. Compute the amplitude for Higgs production from gluon fusion, gg → H, in the Higgs Effective

field theory (HEFT), for the two independent helicity configurations 1+2+ and 1−2+.

Hint The color structure is the same as for the gluon amplitudes, thus the same color

decomposition of the amplitude and the same properties of the sub-amplitudes (cyclicity, re-

flection, U(1) decoupling) hold.

Hint In HEFT, the color-ordered Feynman rules are

where v is the Higgs vacuum expectation value.

Hint Note that it is not possible to choose the same reference null vector kµ for all the

polarization vectors.

Solution The gg → H amplitude is

M2 = − αs

3πv
tr(T a1T a2)A2(1, 2) . (H.232)

There is only one sub-amplitude,

iA2(1, 2) = i((p1p2)g
µ1µ2 − pµ2

1 p
µ1
2 )ϵµ1(p1)ϵ

µ2(p2)

= i((p1p2)(ϵ(p1)ϵ(p2))− (p1ϵ(p2))(p2ϵ(p1))) . (H.233)

Since we cannot find a common reference null vector kµ, an obvious choice is to take ϵµ(1,2) and

ϵµ(2,1) as the polarization vectors, where we used the notation ϵµ(pi, pj) = ϵµ(i,j). Since

piϵ
±
(i,j) = piϵ

±
(j,i) = 0 , (H.234)

the second term in A2 does not contribute. So

iA2(1, 2) = i
m2

H

2
(ϵ(1,2)ϵ(2,1)) , (H.235)
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where we used p1 + p2 + pH = 0 and 2p1p2 = m2
H . We have for 1+2+,

ϵ+µ
(j,k) =

⟨k−| γµ |j−⟩√
2⟨kj⟩

, (H.236)

so

iA2(1
+, 2+) = i

m2
H

2

⟨2−| γµ |1−⟩√
2⟨21⟩

⟨1−| γµ |2−⟩√
2⟨12⟩

= i
m2

H

2

2⟨12⟩[21]
2⟨12⟩2

= i
m2

H

2

[21]

⟨12⟩
. (H.237)

The (−−)-configuration is obtained by parity.

For the (+−)-configuration we have ϵ+(1,2)ϵ
−
(2,1) = 0, so neither (+−) nor (−+) contribute.

2. On physical grounds, can you show that the result for 1+2− holds to all loops?

Solution The Higgs boson has no spin, and so no angular momentum. In the Higgs rest

frame, the two gluons are back-to-back, they fly in opposite direction. For their total angular

momentum to vanish, they must have equal helicities. For the same reason, qq̄ → H cannot

exist for massless quarks, since the helicity is conserved on the quark line. It exist only for

massive quarks wit a helicity flip on the quark line.

So A(1−, 2+) = 0 to all loops.

3. Compute the squared amplitude for gg → H.

Solution We have

M2(+,+) = tr(T a1T a2)
αs

3πv

m2
H

2

[12]

⟨12⟩

= δa1a2
αs

3πv

m2
H

2

[12]

⟨12⟩
, (H.238)

with

|M2(+,+)|2= (
αs

3πv
)2(N2

c − 1)
m2

H

4
. (H.239)

With |M2(+,+)|2= |M2(−,−)|2 the helicity and colour-averaged matrix element is

|M2(+,+)|2 = 1

2(N2
c − 1)

1

2(N2
c − 1)

Å
2(
αs

3πv
)2(N2

c − 1)
m2

H

4

ã
= (

αs

3πv
)2

1

8(N2
c − 1)

m4
H . (H.240)

4. In HEFT, compute the gg → Hg amplitude for the helicity configurations 1+2+3+ and 1−2+3+.
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Hint The relevant vertex is:

Solution The mutiperipheral colour decomposition of the gg → Hg amplitude is

M(1, 2, 3) = − αs

3πv
gF abcA3(1, 2, 3) with F abc = i

√
2fabc . (H.241)

There is only one sub-amplitude A3(1, 2, 3) to compute (in the trace-based decomposition there

are two sub-amplitudes to compute, A3(1, 2, 3) and A3(1, 3, 2), but they are related by reflection

and cyclicity). As polarization vectors we choose (with the same shorthand notation as above)

ϵ(1, 2), ϵ(2, 1) ϵ(3, 1) , (H.242)

where again ϵ(i, j)pi = ϵ(i, j)pj = 0. For (−++), we have further

ϵ+(2,1)ϵ
−
(1,2) = ϵ+(3,1)ϵ

−
(1,2) = ϵ+(2,1)ϵ

+
(3,1) = 0 . (H.243)

Let us compute the Feynman diagrams using the colour-ordered Feynman rules. From the

gggH-vertex, we see immediately that

Figure H.6: Aa diagram.

iAa(−++) =
i√
2

ï
(p1 − p2)µ3���

0
gµ1µ2

+ (p2 − p3)µ1���
0
gµ2µ3

+ (p3 − p1)µ2���
0
gµ1µ3

ò
ϵ−µ1

(1,2)ϵ
+µ2

(2,1)ϵ
+µ3

(3,1)

=0 . (H.244)
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Figure H.7: Ab diagram.

iAb(−++) =i
Å
p3 · (p1 + p2)g

ν
µ3

− pν3(p1 + p2)µ3

ã−i
s12

× i√
2

Å
���
0
gµ1µ2

(p1 − p2)ν + gµ2ν2��>
0

p2µ1
− gµ1ν2��>

0
p1µ2

ã
ϵ−µ1

(1,2)ϵ
+µ2

(2,1)ϵ
+µ3

(3,1)

=0 . (H.245)

Figure H.8: Ac diagram.

Ac(−++) =i
Å
p1 · (p2 + p3)���

0
g
ν

µ1
− ���

0
p
ν

1(p2 + p3)µ1

ã−i
s23

× i√
2

Å
���
0
gµ2µ3

(p2 − p3)ν + gµ3ν2p3µ2 − gµ2ν2p2µ3

ã
ϵ−µ1

(1,2)ϵ
+µ2

(2,1)ϵ
+µ3

(3,1)

=0 . (H.246)
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Figure H.9: Ad diagram.

iAd(−++) =i
Å
p2 · (p1 + p3)���

0
g
ν

µ2
− pν2(���

0
p1 + p3)µ2

ã−i
s13

× i√
2

Å
���
0
gµ3µ1

(p3 − p1)ν + gµ1ν2���
0
p1µ3

− gµ3ν2p3µ1

ã
ϵ−µ1

(1,2)ϵ
+µ2

(2,1)ϵ
+µ3

(3,1)

=
i√
2

2

s13
(−ϵ+(2,1)p3)(−p2ϵ

+
(3,1))(p3ϵ

−
(1,2))

=
i
√
2

s13

⟨1−| /3 |2−⟩√
2⟨12⟩

⟨1−| /2 |3−⟩√
2⟨13⟩

Å
− ⟨2+| /3 |1+⟩√

2[21]

ã
=− i

2[13]���⟨31⟩
���⟨13⟩[32]���⟨12⟩[23][23]���⟨31⟩

���⟨12⟩���⟨13⟩[21]

=
i

2

[23]3

[12][31]
. (H.247)

So the sub-amplitude is

iA3(−++) =
i

2

[23]4

[12][23][31]
, (H.248)

i.e. it is a MHV-amplitude (note that it exists with three gluons and real momenta because

this is actually four-pt kinematics p1 + p2 + p3 = −pH).

The case (+++) is more computationally involved, since we have ϵ+(2,1)ϵ
+
(1,2) ̸= 0 and ϵ+(3,1)ϵ

+
(1,2) ̸=

0. We will furthermore use the Aa, Ab, Ac and Ad notation of the diagrams shown above.
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We have

iAa(+ + +) =
i√
2

ï
(���
0
p1 − p2)µ3gµ1µ2 + (p2 − p3)µ1���

0
gµ2µ3

+ (p3 − ���
0
p1)µ2gµ1µ3

ò
ϵ+µ1

(1,2)ϵ
+µ2

(2,1)ϵ
+µ3

(3,1)

=
i√
2

Å
(−p2ϵ+(31))(ϵ

+
(12)ϵ

+
(21)) + (p3ϵ

+
(21))(ϵ

+
(12)ϵ

+
(31))

ã
, (H.249)

iAb(+ + +) =i
Å
p3 · (p1 + p2)g

ν
µ3

− pν3(���
0
p1 + p2)µ3

ã−i
s12

× i√
2

Å
gµ1µ2(p1 − p2)ν + gµ2ν2��>

0
p2µ1

− gµ1ν2��>
0

p1µ2

ã
ϵ+µ1

(1,2)ϵ
+µ2

(2,1)ϵ
+µ3

(3,1)

=
i√
2

1

s12

Å
(p3 · (p1 + p2))(−p2ϵ+(3,1))− (p3 · (p1 − p2))(p2ϵ

+
(3,1))

ã
(ϵ+(1,2)ϵ

+
(2,1))

=− i√
2

2

s12
(p1p3)(p2ϵ

+
(3,1))(ϵ

+
(1,2)ϵ

+
(2,1)) , (H.250)

iAc(+ + +) =i
Å
p1 · (p2 + p3)g

ν
µ1

− ���
0
p
ν

1(p2 + p3)µ1

ã−i
s23

× i√
2

Å
���
0
gµ2µ3

(p2 − p3)ν + gµ3ν2p3µ2 − gµ2ν2p2µ3

ã
ϵ+µ1

(1,2)ϵ
+µ2

(2,1)ϵ
+µ3

(3,1)

=
i√
2

2

s23
(p1 · (p2 + p3))

Å
(p3ϵ

+
(2,1))(ϵ

+
(1,2)ϵ

+
(3,1))− (p2ϵ

+
(3,1))(ϵ

+
(1,2)ϵ

+
(2,1))

ã
, (H.251)

iAd(+ + +) =i
Å
p2 · (p1 + p3)g

ν
µ2

− pν2(���
0
p1 + p3)µ2

ã−i
s13

× i√
2

Å
gµ3µ1(p3 − p1ν) + gµ1ν2���

0
p1µ3

− gµ3ν2p3µ1

ã
ϵ+µ1

(1,2)ϵ
+µ2

(2,1)ϵ
+µ3

(3,1)

=
i√
2

1

s13

ï
((p2 · (p1 + p3))((p3 − �p1) · ϵ

+
(2,1))− ((p3 − p1) · p2)(p3ϵ+(2,1)))(ϵ

+
(1,2)ϵ

+
(3,1))

+ 2(p2ϵ
+
(3,1))(p3ϵ

+
(1,2))(p3ϵ

+
(2,1))

ò
=

i√
2

2

s13

Å
(p1p2)(p3ϵ

+
(2,1))(ϵ

+
(1,2)ϵ

+
(3,1)) + (p2ϵ

+
(3,1))(p3ϵ

+
(1,2))(p3ϵ

+
(2,1))

ã
. (H.252)
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We collect the four contributions,

iA3(+ + +) =
i√
2

ï
(−p2ϵ+(3,1))(ϵ

+
(1,2)ϵ

+
(2,1)) + (p3ϵ

+
(2,1))(ϵ

+
(1,2)ϵ

+
(3,1))−

s13
s12

(p2ϵ
+
(3,1))(ϵ

+
(1,2)ϵ

+
(2,1))

+
s12 + s13
s23

((p3ϵ
+
(2,1))(ϵ

+
(1,2)ϵ

+
(3,1))− (p2ϵ

+
(3,1))(ϵ

+
(1,2)ϵ

+
(2,1)))

+
s12
s13

(p3ϵ
+
(2,1))(ϵ

+
(1,2)ϵ

+
(3,1)) +

2

s13
(p2ϵ

+
(3,1))(p3ϵ

+
(1,2))(p3ϵ

+
(2,1))

ò
=

i√
2

ï
−
Ç
1 +

s13
s12

+
s12 + s13
s23

å
(p2ϵ

+
(3,1))(ϵ

+
(1,2)ϵ

+
(2,1))

+

Ç
1 +

s12 + s13
s23

+
s12
s13

å
(p3ϵ

+
(2,1))(ϵ

+
(1,2)ϵ

+
(3,1)) +

2

s13
(p2ϵ

+
(3,1))(p3ϵ

+
(1,2))(p3ϵ

+
(2,1))

ò
=

i√
2

ï
− (s12 + s13)(s12 + s23)

s12s23
(p2ϵ

+
(3,1))(ϵ

+
(1,2)ϵ

+
(2,1))

+
(s12 + s13)(s13 + s23)

s13s23
(p3ϵ

+
(2,1))(ϵ

+
(1,2)ϵ

+
(3,1)) +

2

s13
(p2ϵ

+
(3,1))(p3ϵ

+
(1,2))(p3ϵ

+
(2,1))

ò
.

(H.253)

In order to write them in bracket notation we use

(p2ϵ
+
(3,1))(ϵ

+
(1,2)ϵ

+
(2,1)) =

⟨12⟩[23]√
2⟨13⟩

���⟨12⟩[12]
⟨21⟩���⟨12⟩

= − [12][23]√
2⟨13⟩

, (H.254)

(p3ϵ
+
(2,1))(ϵ

+
(1,2)ϵ

+
(3,1)) =

���⟨13⟩[32]√
2⟨12⟩

���⟨21⟩[31]
���⟨21⟩���⟨13⟩

=
[13][23]√
2⟨12⟩

, (H.255)

(p2ϵ
+
(3,1))(p3ϵ

+
(1,2))(p3ϵ

+
(2,1)) =

���⟨12⟩[23]√
2���⟨13⟩

⟨23⟩[31]√
2⟨21⟩

���⟨13⟩[32]√
2⟨12⟩

=
s23

2
√
2

[13][23]

⟨12⟩
, (H.256)

and the partial amplitude is

iA3(+ + +)

=
i√
2

ï(s12 + s13)(s12 + s23)

s12s23

[12][23]√
2⟨13⟩

+
(s12 + s13)(s13 + s23)

s13s23

[13][23]√
2⟨12⟩

+
2

s13

s23

2
√
2

[13][23]

⟨12⟩

ò
=
i

2

(s12 + s13)(s12 + s23) + (s12 + s13)(s13 + s23) + s223
⟨12⟩⟨23⟩⟨13⟩

=
i

2

(s12 + s13 + s23)
2

⟨12⟩⟨23⟩⟨13⟩

= − i

2

m4
H

⟨12⟩⟨23⟩⟨31⟩
. (H.257)

where we used (s12 + s13 + s23) = (p1 + p2 + p3)
2 = m2

H .

To summarize, the amplitudes are

iM3(−++) = − αs

3πv
gF a1a2a3

i

2

[23]4

[12][23][31]
, (H.258)

iM3(+ + +) = − αs

3πv
gF a1a2a3(− i

2
)

m4
H

⟨12⟩⟨23⟩⟨31⟩
. (H.259)
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with F abc = i
√
2fabc.

5. Compute the squared amplitude for gg → Hg.

Solution. In order to square the amplitude we use

fabcfabd = Ncδ
cd ⇒ F abcF cba = 2Nc(N

2
c − 1) , (H.260)

to obtain

|M3(−++)|2 =
Å αs

3πv
g
ã2 Nc(N

2
c − 1)

2

s423
s12s23s13

=
2α3

s

9πv2
Nc(N

2
c − 1)

s423
s12s23s13

, (H.261)

|M3(+ + +)|2 = 2α3
s

9πv2
Nc(N

2
c − 1)

m8
H

s12s23s13
. (H.262)

|M3(+−+)|2 and |M3(++−)|2 are obtained by permuting the labels 1, 2, 3. And by parity we

have

|M3(−−−)|2= |M3(+ + +)|2 |M3(+−−)|2= |M3(−++)|2 . (H.263)

So finally, the squared amplitude, averaged over the initial state helicities and colour, is

|M3(1, 2, 3)|
2
=

1

2(N2
c − 1)

1

2(N2
c − 1)

4α3
s

9πv2
Nc(N

2
c − 1)

m8
H + s412 + s413 + s423

s12s23s13

=
α3
s

9πv2
Nc

(N2
c − 1)

m8
H + s412 + s413 + s423

s12s23s13
. (H.264)

6. Show how the amplitude factorizes in the soft limit, p1 → 0, and in the collinear limit, (p1 ·p3) =
0, and compute the eikonal factors and the splitting amplitudes.

Solution. For the soft limit p1 → 0, we use the amplitudes,

A3(1
+2+3+) = −1

2

m4
H

⟨12⟩⟨23⟩⟨31⟩
, (H.265)

A2(2
+3+) = −m

2
H

2

[23]

⟨23⟩
. (H.266)

Note that we can write

A3(1
+2+3+) =

m4
H

2⟨23⟩2
S(3+, 1+, 2+) , (H.267)

with

S(3+, 1+, 2+) =
⟨32⟩

⟨31⟩⟨12⟩
. (H.268)
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As p1 → 0,

(p2 + p3) = −pH ⇒ m2
H = s23 = ⟨23⟩[32] , (H.269)

so

lim
p1→0

A3(1
+2+3+) =

m2
H⟨23⟩[32]
2⟨23⟩2

S(3+, 1+, 2+)

= A2(2
+3+)S(3+, 1+, 2+) , (H.270)

which is the expected factorisation of the soft gluon 1. By parity, we obtain the amplitudes,

A3(1
+2−3−) = − ⟨23⟩4

2⟨12⟩⟨23⟩⟨31⟩
, (H.271)

A2(2
−3−) = −m

2
H

2

⟨23⟩
[23]

, (H.272)

and we can write

A3(1
+2−3−) =

⟨23⟩2

2
S(3−, 1+, 2−) , (H.273)

with S(3−, 1+, 2−) = S(3+, 1+, 2+) and

lim
p1→0

A3(1
+2−3−) = −m

2
H

2

⟨23⟩
[23]

S(3−, 1+, 2−)

= A2(2
−3−)S(3−, 1+, 2−) , (H.274)

i. e. the eikonal factor S(3, 1+, 2) does not depend on the helicities of gluon 2 and 3.

In fact, it coincides with the eikonal factor of a positive-helicity soft gluon out of a quark line,

we computed in the soft limit of e+e− → qq̄g. As we anticipated there, the eikonal factor does

not depend on the spin or on the parton flavour of the emitters (in this case 2 and 3).

Using

A3(1
−2+3+) =

i

2

[23]4

[12][23][31]
, (H.275)

and A(2+3+) we get easily that

S(3, 1−, 2) = − [32]

[31][12]
, (H.276)

in agreement with the eikonal factor of a negative-helicity soft gluon out of a quark line.

In the collinear limit p1p3 → 0, we parametrise,

p3 = zP p1 = (1− z)P , (H.277)
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then p1 + p2 + p3 = p2 + P = −pH ⇒ m2
H = s2P .

Figure H.10: lim
p1p3→0

A(1+2+3+).

lim
p1p3→0

A(1+2+3+) = −1

2

m4
H»

z(1− z)⟨P2⟩⟨2P ⟩⟨31⟩

=
1»

z(1− z)⟨31⟩
m4

H

2⟨2P ⟩2

=
1»

z(1− z)⟨31⟩
m2

H [P2]

2⟨2P ⟩

= Split−(3
+1+)A2(2

+P+) , (H.278)

with

Split−(3
+1+) =

1»
z(1− z)⟨31⟩

. (H.279)

The second case to consider is

Figure H.11: lim
p1p3→0

A(1+2−3−).

lim
p1p3→0

A(1+2−3−) = lim
p1p3→0

Å
− ⟨23⟩4

2⟨12⟩⟨23⟩⟨31⟩

ã
= − z2»

z(1− z)⟨31⟩
⟨2P ⟩3

2⟨P2⟩

=
z2»

z(1− z)⟨31⟩
⟨2P ⟩2

2

= Split+(3
−1+)A2(2

−P−) , (H.280)
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with

Split+(3
−1+) =

z2»
z(1− z)⟨31⟩

, (H.281)

and

A2(2
−P−) = −m

2
H

2

⟨2P ⟩
[2P ]

=
⟨2P ⟩2

2
. (H.282)

The third case is

Figure H.12: lim
p1p3→0

A(1−2−3+).

lim
p1p3→0

A(1−2−3+) = − (1− z)2»
z(1− z)⟨31⟩

⟨P2⟩3

2⟨2P ⟩

=
(1− z)2»
z(1− z)⟨31⟩

⟨2P ⟩2

2

= Split+(3
+1−)A2(2

−P−) , (H.283)

with

Split+(3
+1−) =

(1− z)2»
z(1− z)⟨31⟩

. (H.284)

Note that

Figure H.13: lim
p1p3→0

A(1−2+3+).

lim
p1p3→0

A(1−2+3+) = lim
p1p3→0

Å
− ⟨13⟩4

2⟨12⟩⟨23⟩⟨31⟩

ã
= 0 , (H.285)
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i. e.

Split+(3
+1+) = 0 . (H.286)

The four independent splitting amplitudes of the g → gg splitting are



Split−(3
+1+) =

1»
z(1− z)⟨31⟩

Split+(3
−1+) =

z2»
z(1− z)⟨31⟩

Split+(3
+1−) =

(1− z)2»
z(1− z)⟨31⟩

Split+(3
+1+) = 0

The other four can be obtained by parity, e.g.

Figure H.14: lim
p1p3→0

A3(1
−2+3+).

lim
p1p3→0

A3(1
−2+3+) =

z2»
z(1− z)[31]

[2P ]3

2[P2]
]

= − z2»
z(1− z)[31]

[2P ]2

2

= Split−(3
+1−)A2[2

+P+] , (H.287)

with

Split−(3
+1−) = − z2»

z(1− z)[31]
(H.288)

which is the parity conjugate of Split+(3
−1+). Likewise the others can be obtained.

Note that

|Split−(3+1+)|2+|Split+(3−1+)|2+|Split+(3+1−)|2 ∝
1 + z4 + (1− z)4

z(1− z)

= 2

Ç
z

1− z
+

1− z

z
+ z(1− z)

å
, (H.289)

which is the z behaviour of the DGLAP g → gg splitting function.
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H.26 Atree
3 (1−, 2−, 3+) from the three-gluon vertex

In sec. 1.12, we said that for [ij] = 0 and sij = 0 but ⟨ij⟩ ̸= 0 with i, j = 1, 2, 3,

iAtree
3

Ä
1−, 2−, 3+

ä
= i

⟨12⟩4

⟨12⟩⟨23⟩⟨31⟩
. (H.290)

From the colour-ordered three-gluon vertex, show that up to a sign you get indeed Atree
3 (1−, 2−, 3+)

and check that it is gauge invariant.

Hint Using momentum conservation, p3 = −(p1 + p2), the three-gluon vertex is

V3(p1, p2) =
i√
2
[2pµ1

2 g
µ2µ3 − 2pµ2

1 g
µ1µ3 + gµ1µ2(p1 − p2)

µ3 ].

Solution. In order to check gauge invariance, it is enough to use ϵ+(p3, q3) and ϵ−(pi, qi),

i = 1, 2, with arbitrary q1, q2, q3. So

ϵ+(p3, q3) =

¨
q−3
∣∣∣ γµ |3−⟩

√
2⟨q33⟩

, ϵ−(pi, qi) = −
¨
q+i
∣∣∣ γµ |i+⟩

√
2[qii]

. (H.291)

Using the three-gluon vertex above, we get

iA3

Ä
1−, 2−, 3+

ä
=

i√
2

ï
2 (p2 · ϵ−(p1, q1)) (ϵ−(p2, q2) · ϵ+(p3, q3))− 2 (p1 · ϵ−(p2, q2)) (ϵ−(p1, q1) · ϵ+(p3, q3))

+ (ϵ−(p1, q1) · ϵ−(p2, q2)) ((p1 − p2) · ϵ+(p3, q3))
ò

=
i

4

1

[q11][q22]⟨q33⟩
[2 (−[q12]⟨21⟩) 2⟨q32⟩[q23]− 2 (−[q21]⟨12⟩) 2⟨q31⟩[q13]

+ 2⟨21⟩[q1q2]
(
⟨q31⟩���>

0
[13]− ⟨q32⟩���>

0
[23]

)
]

= i
−[q12]⟨21⟩⟨q32⟩[q23] + [q21]⟨12⟩⟨q31⟩[q13]

[q11][q22]⟨q33⟩
(1)
= i

[q13][q23](⟨31⟩⟨q32⟩+ ⟨23⟩⟨q31⟩)
[q11][q22]⟨q33⟩

(2)
= i

[q13][q23]���⟨q33⟩⟨21⟩
[q11][q22]���⟨q33⟩

(3)
= −i ⟨12⟩3

⟨23⟩⟨31⟩
. (H.292)

where we used momentum conservation [q12]⟨21⟩ = −[q13]⟨31⟩ and [q21]⟨12⟩ = −[q23]⟨32⟩ in (1),

Schouten identity in (2) and again momentum conservation [q23]⟨31⟩ = −[q22]⟨21⟩ and [q13]⟨32⟩ =
−[q11]⟨12⟩ in (3). Up to a sign (which depends on the ordering of the three gluons in the vertex), we

obtain the desired result.
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H.27 Colour decompositions and BCJ relations

(a) Consider the four-gluon tree amplitude. Using the BCJ relation and the multi-peripheral colour

decomposition,

M
(0)
4 (1, . . . , 4) = g2

∑
σ∈S2

(F aσ2F aσ3 )a1a4A
(0)
4 (1, σ2, σ3, 4) , (H.293)

write the colour decomposition of the four-gluon amplitude in terms of the colour-ordered amplitude

A
(0)
4 (1, 2, 3, 4).

Solution. Using the BCJ relation we find

A
(0)
4 (1, 3, 2, 4) =

s12
s13

A
(0)
4 (1, 2, 3, 4).

The multi-peripheral colour decomposition becomes

M
(0)
4 (1, 2, 3, 4) = g2

ñ
(F a2F a3)a1a4 +

s12
s13

(F a3F a2)a1a4

ô
A

(0)
4 (1234) . (H.294)

(b) Consider the five-gluon tree amplitude. Using the BCJ relations,

Atree
5 (1, 3, 4, 2, 5) =

−s12s45Atree
5 (1, 2, 3, 4, 5) + s14 (s24 + s25)A

tree
5 (1, 4, 3, 2, 5)

s13s24
(H.295)

Atree
5 (1, 2, 4, 3, 5) =

−s14s25Atree
5 (1, 4, 3, 2, 5) + s45 (s12 + s24)A

tree
5 (1, 2, 3, 4, 5)

s24s35
(H.296)

Atree
5 (1, 4, 2, 3, 5) =

−s12s45Atree
5 (1, 2, 3, 4, 5) + s25 (s14 + s24)A

tree
5 (1, 4, 3, 2, 5)

s35s24
(H.297)

Atree
5 (1, 3, 2, 4, 5) =

−s14s25Atree
5 (1, 4, 3, 2, 5) + s12 (s24 + s45)A

tree
5 (1, 2, 3, 4, 5)

s13s24
(H.298)

and the multi-peripheral colour decomposition,

M
(0)
5 (1, . . . , 5) = g3

∑
σ∈S3

(F aσ2F aσ3F aσ4 )a1a5A
(0)
5 (1, σ2, σ3, σ4, 5) , (H.299)

write the colour decomposition of the five-gluon amplitudes A
(0)
5 (1, 2, 3, 4, 5), A

(0)
5 (1, 3, 2, 4, 5).

Hint Use repeatedly momentum conservation.

Solution. We consider the multi-peripheral colour decomposition of the five-gluon tree ampli-

tude for the scattering p5p1 → p2p3p4, which displays 3! colour-ordered amplitudes. Using the BCJ

relations of eqs. (H.295) - (H.298), we can write the colour-ordered amplitudes A(12435), A(13425),

A(14235) and A(14325) as functions of A(12345) and A(13245),

M
(0)
5 (1, . . . , 5) = g3

[
c12345A

(0)
5 (12345) + c13245A

(0)
5 (13245)

]
, (H.300)

where the coefficients c12345 and c13245 are each expressed as a combination of (n − 3)! (n − 3) + 1

225



colour structures, in this case five colour structures,

c12345 = (F a2F a3F a4)a1a5 +
s13 + s23
s35

(F a2F a4F a3)a1a5 +
s12
s25

(F a3F a4F a2)a1a5

− s12s34
s14s35

(F a4F a2F a3)a1a5 +
s12(s13 − s25)

s14s25
(F a4F a3F a2)a1a5 , (H.301)

and

c13245 = = (F a3F a2F a4)a1a5 +
s12 + s23
s25

(F a3F a4F a2)a1a5 +
s13
s35

(F a2F a4F a3)a1a5

− s13s24
s14s25

(F a4F a3F a2)a1a5 +
s13(s12 − s35)

s14s35
(F a4F a2F a3)a1a5 . (H.302)

Note that c13245 is obtained from c12345 by swapping the colour and kinematic labels of gluons 2 and

3.

H.28 Proof of the Parke-Taylor formula for j = 2 using

BCFW

For the MHV n-point sub-amplitude An(1
+, . . . , j−, . . . , (n−1)+, n−) with the negative-helicity gluons

j and n, using on-shell recursion relation we have proven in the lecture the Parke-Taylor formula for

j > 2.

Prove it for j = 2.

Hint For the shift,

λ̂1 = λ1 + zλn
ˆ̃λ1 = λ̃1 ,

ˆ̃λn = λ̃n − zλ̃1 λ̂n = λn

we have shown in the lecture that the on-shell recursion relation is reduced to the k = 2 case, which

for j = 2 is

iAn(1
+, 2−, . . . , (n− 1)+, n−) = iA3(1̂

+, 2−,−P̂−h)
i

P 2
1,2

iAn−1(P̂
h, 3+, . . . , (n− 1)+, n̂−) . (H.303)

Solution. For An−1 not to vanish, h must be negative,

iAn(1
+, 2−, . . . , (n− 1)+, n−) = iA3(1̂

+, 2−,−P̂+)
i

P 2
1,2

iAn−1(P̂
−, 3+, . . . , (n− 1)+, n̂−). (H.304)
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with

iA3(1̂
+, 2−,−P̂+) = −i [1̂P̂ ]4

[1̂2][2(−P̂ )][(−P̂ )1̂]

= i
[1P̂ ]4

[12][2P̂ ][P̂1]
. (H.305)

and

iAn−1(P̂
−, 3+, . . . , (n− 1)+, n̂−) = i

⟨P̂n⟩4

⟨P̂3⟩ . . . ⟨(n− 1)n⟩⟨nP̂ ⟩
. (H.306)

with 1̂] = 1] and n̂⟩ = n⟩ since they are not shifted, and where we analytically continued [k(−P̂ )] =
i[kP̂ ]. So

iAn(1
+, 2−, . . . , (n− 1)+, n−) = −i [1P̂ ]4

[12][2P̂ ][P̂1]

1

⟨12⟩[21]
⟨P̂ n⟩4

⟨P̂3⟩ . . . ⟨(n− 1)n⟩⟨nP̂ ⟩
(1)
= −i ⟨n2⟩4[21]4

⟨34⟩ . . . ⟨(n− 1)n⟩⟨12⟩[21][12]⟨23⟩[21]⟨n1⟩[21]

= i
⟨n2⟩4

⟨12⟩ . . . ⟨(n− 1)n⟩⟨n1⟩
. (H.307)

where in (1) we used ⟨kP̂ ⟩[P̂m] = ⟨k−| /P + z/q |m−⟩ together with ⟨n−| /q = /q |1−⟩ = 0 on the same

coloured pairs.

H.29 NMHV helicity structures

Six-gluon amplitudes display also NMHV amplitudes: the ones with three negative-helicity and three

positive-helicity gluons. Up to cyclicity and reflection, there are three different helicity structures,

(+ + +−−−), (+ +−+−−), (+−+−+−).

Using the photon decoupling identity, show that you can write the last one in terms of the first two.

Solution. For the third helicity structure, the photon decoupling identity on gluon 1 is

A(1+2−3+4−5+6−) + A(1+3+4−5+6−2−) + A(1+4−5+6−2−3+)

+A(1+5+6−2−3+4−) + A(1+6−2−3+4−5+) = 0 . (H.308)

We can use cyclicity on the third term and rewrite it as A(3+1+4−5+6−2−). On the last two terms

we use cyclicity and reflection and rewrite them as

A(5+1+4−3+2−6−) + A(1+5+4−3+2−6−) , (H.309)
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thus A(1+2−3+4−5+6−) is rewritten in terms of four (+ +−+−−) helicity structures.

H.30 The A6(+ +− +−−) NMHV amplitude

Using the on-shell recursion relation, compute the six-gluon amplitude A6(1
+2+3−4+5−6−).

1. Using the shift,

λ̂1 = λ1 + zλ6
ˆ̃λ1 = λ̃1 ,

λ̂6 = λ6
ˆ̃λ6 = λ̃6 − zλ̃1 .

(H.310)

Solution. The on-shell recursion relation is

iA6(1
+2+3−4+5−6−)

=
∑
h=±

4∑
k=2

iAk+1

Ä
1̂+, 2+, . . . , k,−P̂−h

1,k

ä i

P 2
1,k

iA6−k+1

Ä
P̂ h
1,k, k + 1, . . . , 6̂−

ä
. (H.311)

We have three cases:

k = 2 : I2 =


iA3

Ä
1̂+, 2+,−P̂−

1,2

ä
i

P 2
1,2
iA5

Ä
P̂+
1,2, 3

−, 4+, 5−, 6̂−
ä

h = +

0 h = − A5 vanishes ,
(H.312)

k = 3 : I3 =


iA4

Ä
1̂+, 2+, 3−,−P̂−

1,3

ä
i

P 2
1,3
iA4

Ä
P̂+
1,3, 4

+, 5−, 6̂−
ä

h = +

0 h = − both A4 vanish ,

(H.313)

k = 4 : I4 =


iA5

Ä
1̂+, 2+, 3−, 4+,−P̂−

1,4

ä
i

P 2
1,4
iA3

Ä
P̂+
1,4, 5

−, 6̂−
ä

h = +

0 h = − A5 vanishes ,
(H.314)

where I2 and I4 are related by parity,

∣∣∣1+∂↔ ∣∣∣6−∂ ∣∣∣2+∂↔ ∣∣∣5−∂ ∣∣∣3+∂↔ ∣∣∣4−∂∣∣∣4+∂↔ ∣∣∣3−∂ ∣∣∣5+∂↔ ∣∣∣2−∂ ∣∣∣6+∂↔ ∣∣∣1−∂ . (H.315)

Let us now consider the case k = 2. For k = 2, the pole is at

z2 = − s12
⟨6−| /P 1,2 |1−⟩

= −⟨12⟩
⟨62⟩

, (H.316)

and thus

/̂P 1,2 = /P 1,2 −
⟨12⟩
⟨62⟩

∣∣∣6+∂ ¨1+∣∣∣ , (H.317)
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and
∣∣∣1̂−∂ = |1−⟩ and

∣∣∣6̂−∂ = |6−⟩ + ⟨12⟩
⟨62⟩

∣∣∣1−∂. We use the identities computed in eqs. (1.417)

and (1.419),

⟨6P̂1,2⟩[P̂1,2k] =
¨
6−
∣∣∣ /P 1,2

∣∣∣k−∂ , (H.318)

[56̂] =
⟨2−| /p1 + /p6 |5

−⟩
⟨62⟩

, (H.319)

⟨6P̂12⟩[P̂126̂] = s612 = s345 . (H.320)

Also, we use the known three particle amplitude,

iA3(1̂
+, 2+,−P̂12) = −i [1̂2]3

[2(−P̂12)][(−P̂12)1̂]
= i

[12]3

[2P̂12][P̂121]
, (H.321)

where [(−P̂12)k] = i[(P̂12)k]. Putting everything together we obtain

I2 = i
[12]3

[2P̂12][P̂121]

i

s12
(−i) [P̂124]

4

[P̂123][34][45][56̂][6̂P̂12]

= i
[12]3

[2P̂12][P̂121]

i

s12
(−i) [P̂124]

4

[P̂123][34][45][56̂][6̂P̂12]
· ⟨6P̂12⟩4

⟨6P̂12⟩4

= i �
��[12]

3

���⟨62⟩���[21]⟨61⟩���[12]

1

�
��[21]⟨12⟩

⟨6−| /P 12 |4−⟩
4

⟨6−| /P 12 |3−⟩ [34][45]
⟨2−|/P 61|5−⟩

���⟨62⟩ s612

= i
⟨6−| /P 12 |4−⟩

4

⟨61⟩⟨12⟩[34][45]s345 ⟨6−| /P 12 |3−⟩ ⟨2−| /P 61 |5−⟩
, (H.322)

and by parity we get k = 4,

I4 = i
⟨3−| /P 56 |1−⟩

4

⟨23⟩⟨34⟩[56][61]s234 ⟨4−| /P 56 |1−⟩ ⟨2−| /P 61 |5−⟩
. (H.323)

For the case k = 3 we have

I3 = i
[12]3

[23][3P̂13][P̂131]

i

s123
i

⟨56⟩3

⟨P̂134⟩⟨45⟩⟨6P̂13⟩
(H.324)

with /̂P 13 = /P 13 + z |6+⟩ ⟨1+|, and we use

⟨6P̂13⟩[P̂133] =
¨
6−
∣∣∣ /P 12

∣∣∣3−∂ , (H.325)

⟨4P̂13⟩[P̂131] =
¨
4−
∣∣∣ /P 23

∣∣∣1−∂ . (H.326)

We see that we will not need the value of z. So

I3 = −i [12]3⟨56⟩3

[23]⟨45⟩s123 ⟨6−| /P 12 |3−⟩ ⟨4−| /P 23 |1−⟩
. (H.327)
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Summing eqs. (H.322), (H.323) and (H.327) we obtain A6(1
+2+3−4+5−6−).

2. Using the shift [42]

λ̂4 = λ4 + zλ3
ˆ̃λ4 = λ̃4

λ̂3 = λ3
ˆ̃λ3 = λ̃3 − zλ̃4

(H.328)

Hint By cyclicity, it is convenient to take gluon 4 as the first gluon. Then the on-shell

relation is

iA6 (4, 5, 6, 1, 2, 3) =
∑
h=±

1∑
k=5

iAk−2

Ä
4, 5, . . . , k,−P̂−h

4,k

ä i

P 2
4,k

iA6−k+4

Ä
P̂ h
4,k, k + 1, . . . , 3

ä
,

(H.329)

where 5 ≤ k ≤ 1 (mod 6).

Solution. k takes again three values,

k : 5 I5 =
∑
h=±

iA3(4̂
+, 5−,−P̂−h

45 )
i

s45
iA5(P̂

h
45, 6

−, 1+, 2+, 3̂−) , (H.330)

k : 6 I6 =
∑
h=±

iA4(4̂
+, 5−, 6−,−P̂−h

46 )
i

s456
iA4(P̂

h
46, 1

+, 2+, 3̂−) , (H.331)

k : 1 I1 =
∑
h=±

iA5(4̂
+, 5−, 6−, 1+,−P̂−h

41 )
i

s23
iA3(P̂

h
41, 2

+, 3̂−) , (H.332)

where I6 is only non-vanishing for h = − and I5 and I1 are related by parity,

∣∣∣1+∂↔ ∣∣∣6−∂ ∣∣∣2+∂↔ ∣∣∣5−∂ ∣∣∣3+∂↔ ∣∣∣4−∂ ,∣∣∣4+∂↔ ∣∣∣3−∂ ∣∣∣5+∂↔ ∣∣∣2−∂ ∣∣∣6+∂↔ ∣∣∣1−∂ . (H.333)

Let us now look at the case k = 5 with h = +. The three-point amplitude is only non-vanishing,

if all the square brackets vanish, [5P̂ ] = [4̂5] = [P̂ 4̂] = 0. However, with our deformation, we

have [4̂5] = [45] ̸= 0. Thus all the angle-brackets have to vanish and the three-point amplitude

for h = + vanishes. This leaves us with

I5 = iA3(4̂
+, 5−,−P̂+

45)
i

s45
iA5(P̂

−
45, 6

−, 1+, 2+, 3̂−) (H.334)

where the pole is at

z5 = − P 2
45

2(P45q)
= − P 2

45

⟨3−| /P 45 |4−⟩
= −⟨45⟩

⟨35⟩
(H.335)

⇒ /̂P 45 = /P 45 −
⟨45⟩
⟨35⟩

∣∣∣3+∂ ¨4+∣∣∣ . (H.336)
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We will use the identities,

[23̂] = [23] +
⟨45⟩
⟨35⟩

[24] =
⟨5−| /P 34 |2−⟩

⟨35⟩
,

⟨3P̂45⟩[P̂45k] =
¨
3−
∣∣∣ /P 45

∣∣∣k−∂ , (H.337)

⟨3P̂45⟩[P̂453̂] = ⟨3P̂45⟩[P̂453] +
⟨45⟩
���⟨35⟩�

��⟨35⟩[54] = s345 ,

which gives

I5 = i
[P̂454]

3

[45][5P̂45]

i

s45
(−i) [12]3

[P̂456][61][23̂][3̂P̂45]

= i
[P̂454]

3

[45][5P̂45]

i

s45
(−i) [12]3

[P̂456][61][23̂][3̂P̂45]

⟨3P̂45⟩3

⟨3P̂45⟩3

= i
⟨35⟩3���[54]

3
[12]3

�
��[45][61]⟨45⟩���[54]⟨34⟩���[45] ⟨5

−|/P 34|2−⟩
⟨35⟩

1

⟨3−| /P 45 |6−⟩ s345

= i
⟨35⟩4[12]3

⟨34⟩⟨45⟩[61]s345 ⟨3−| /P 45 |6−⟩ ⟨5−| /P 34 |2−⟩
, (H.338)

and by parity,

I1 = i
⟨56⟩3[24]4

⟨61⟩[23][34]s234 ⟨1−| /P 23 |4−⟩ ⟨5−| /P 34 |2−⟩
. (H.339)

What is left, is the case k = 6 for which we have

/̂P 46 = /P 46 + z6
∣∣∣3+∂ ¨4+∣∣∣ , (H.340)

and we will use the identities,

⟨3P̂ ⟩[P̂4] =
¨
3−
∣∣∣ /P 56

∣∣∣4−∂ ,
⟨3P̂ ⟩[P̂6] =

¨
3−
∣∣∣ /P 45

∣∣∣6−∂ , (H.341)

⟨1P̂ ⟩[P̂4] =
¨
1−
∣∣∣ /P 56

∣∣∣4−∂ ,
to obtain

I6 = (−i) [P̂4]3

[45][56][6P̂ ]

i

s456
i

⟨3P̂ ⟩3

⟨P̂1⟩⟨12⟩⟨23⟩

= (−i) [P̂4]3

[45][56][6P̂ ]

i

s456
i

⟨3P̂ ⟩3

⟨P̂1⟩⟨12⟩⟨23⟩
⟨3P̂ ⟩[P̂4]
⟨3P̂ ⟩[P̂4]

= i
⟨3−| /P 56 |4−⟩

4

⟨12⟩⟨23⟩[45][56]s123 ⟨3−| /P 45 |6−⟩ ⟨1−| /P 56 |4−⟩
. (H.342)
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To summarise our computation: For the |6−, 1+⟩ shift we found

A6(1
+2+3−4+5−6−) =

⟨6−| /P 12 |4−⟩
4

⟨61⟩⟨12⟩[34][45]s345 ⟨6−| /P 12 |3−⟩ ⟨2−| /P 61 |5−⟩

+
⟨3−| /P 56 |1−⟩

4

⟨23⟩⟨34⟩[56][61]s234 ⟨4−| /P 56 |1−⟩ ⟨2−| /P 61 |5−⟩

− [12]3⟨56⟩3

[23]⟨45⟩s123 ⟨6−| /P 12 |3−⟩ ⟨4−| /P 23 |1−⟩
, (H.343)

whereas for the |3−, 4+⟩ we have

A6(1
+2+3−4+5−6−) =

⟨56⟩3[24]4

⟨61⟩[23][34]s234 ⟨1−| /P 23 |4−⟩ ⟨5−| /P 34 |2−⟩

+
⟨35⟩4[12]3

⟨34⟩⟨45⟩[61]s345 ⟨3−| /P 45 |6−⟩ ⟨5−| /P 34 |2−⟩

+
⟨3−| /P 56 |4−⟩

4

⟨12⟩⟨23⟩[45][56]s123 ⟨3−| /P 45 |6−⟩ ⟨1−| /P 56 |4−⟩
. (H.344)

Comparing the corresponding three-particle poles, we see that the spurious singularities are in

different locations. So when in a numerical evaluation a spurious term is small in a certain

region of phase space, it may be convenient in that region to evaluate the amplitude using a

different shift. Keep in mind however, that spurious poles become an issue “only” for finite

numerical precision in which the cancellation of large numbers introduces numerical instabilities.

An evaluation with exact arithmetic would show that the amplitude is finite in these points

and therefore the singularities are spurious. In practice, one will never use exact arithmetic but

floating point evaluations and spurious singularities have to be avoided.

H.31 The A6(+− +− +−) NMHV amplitude

Although the amplitude A6(1
+2−3+4−5+6−) can be re-written in terms of (+ + − + −−) helicity

structures (see app. H.29), in order to display the singularity structure it is more convenient to work

it out directly through the on-shell recursion relation. Use the shift [42],

λ̂3 = λ3 + zλ2
ˆ̃λ3 = λ̃3

λ̂2 = λ2
ˆ̃λ2 = λ̃2 − zλ̃3

(H.345)

Hint By cyclicity, take 3 as the first gluon.
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Solution. The on-shell recursion relation is

iA6

Ä
1+, 2−, 3+, 4−, 5+, 6−

ä
=
∑
h=±

6∑
k=4

iAk−1

Ä
3̂+, 4−, . . . , k,−P̂−h

3,k

ä i

P 2
3,k

iA6−k+3

Ä
P̂ h
3,k, k + 1, . . . , 1+, 2̂−

ä
. (H.346)

and k takes 3 values,

k : 4 I4 =
∑
h=±

iA3(3̂
+, 4−,−P̂−h

34 )
i

s34
iA5(P̂

h
34, 5

+, 6−, 1+, 2̂−) , (H.347)

k : 5 I5 = iA4(3̂
+, 4−, 5+,−P̂−

35)
i

s345
iA4(P̂

+
35, 6

−, 1+, 2̂−) , (H.348)

k : 6 I6 =
∑
h=±

iA5(3̂
+, 4−, 5+, 6−,−P̂−h

36 )
i

s12
iA3(P̂

h
36, 1

+, 2̂−) , (H.349)

where I4 and I6 are related by parity,

∣∣∣3+∂↔ ∣∣∣2−∂ ∣∣∣1+∂↔ ∣∣∣4−∂ ∣∣∣5+∂↔ ∣∣∣6−∂∣∣∣3−∂↔ ∣∣∣2+∂ ∣∣∣1−∂↔ ∣∣∣4+∂ ∣∣∣5−∂↔ ∣∣∣6+∂ . (H.350)

Let us now consider the case k = 4 and the helicity h = +. The discussion is completely analogous

to the previous exercise: we see that [3̂4] = [34] ̸= 0 and therefore the amplitude has to vanish and

we need consider only h = −. The pole is at

z4 = − P 2
34

⟨2−| /p34 |3
−⟩

= −⟨34⟩
⟨24⟩

, (H.351)

and we have

/̂P 34 = /P 34 −
⟨34⟩
⟨24⟩

∣∣∣2+∂ ¨3+∣∣∣
∣∣∣2̂−∂ = ∣∣∣2−∂+ ⟨34⟩

⟨24⟩
∣∣∣3−∂ ∣∣∣3̂−∂ = ∣∣∣3−∂ . (H.352)

For the computation we will use the identities,

[12̂] = [12] +
⟨34⟩
⟨24⟩

[13] =
⟨4−| /P 23 |1−⟩

⟨24⟩
,

⟨2P̂ ⟩[P̂ k] =
¨
2−
∣∣∣ /P 34

∣∣∣k−∂ , (H.353)

⟨2P̂ ⟩[P̂ 2̂] = ⟨2P̂ ⟩[P̂2] + ⟨34⟩
⟨24⟩

⟨2P̂ ⟩[P̂3] = s234 ,
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and obtain

I4 = i
[P̂3]3

[34][4P̂ ]

i

s34
(−i) [15]4

[P̂5][56][61][12̂][2̂P̂ ]

= i
[P̂3]3

[34][4P̂ ]

i

s34
(−i) [15]4

[P̂5][56][61][12̂][2̂P̂ ]

⟨2P̂ ⟩3

⟨2P̂ ⟩3

= i
⟨24⟩3���[43]3[15]4

�
��[34][56][61]⟨34⟩���[43]⟨23⟩���[34] ⟨4

−|/P 23|1−⟩
⟨24⟩

1

⟨2−| /P 34 |5−⟩ s234

= i
⟨24⟩4[15]4

⟨23⟩⟨34⟩[56][61]s234 ⟨2−| /P 34 |5−⟩ ⟨4−| /P 23 |1−⟩
. (H.354)

By parity we get k = 6,

I6 = i
[13]4⟨46⟩4

[12][23]⟨45⟩⟨56⟩s123 ⟨6−| /P 12 |3−⟩ ⟨4−| /P 23 |1−⟩
. (H.355)

For the case k = 5 we have

/̂P 35 = /P 35 + z5
∣∣∣2+∂ ¨3+∣∣∣ , (H.356)

and we need the identities,

⟨2P̂ ⟩[P̂ k] =
¨
2−
∣∣∣ /P 35

∣∣∣k−∂
⟨kP̂ ⟩[P̂3] =

¨
k−
∣∣∣ /P 35

∣∣∣3−∂ (H.357)

and we will not need the value of z to obtain

I5 = −i [35]4

[34][45][5P̂ ][P̂3]

i

s345
i

⟨26⟩4

⟨P̂6⟩⟨61⟩⟨12⟩⟨2P̂ ⟩

= i
⟨26⟩4[35]4

⟨61⟩⟨12⟩[34][45]s345 ⟨2−| /P 34 |5−⟩ ⟨6−| /P 45 |3−⟩
. (H.358)

The amplitude is then

A6

Ä
1+, 2−, 3+, 4−, 5+, 6−

ä
=

⟨24⟩4[15]4

⟨23⟩⟨34⟩[56][61]s234 ⟨2−| /P 34 |5−⟩ ⟨4−| /P 23 |1−⟩

+
[13]4⟨46⟩4

[12][23]⟨45⟩⟨56⟩s123 ⟨6−| /P 12 |3−⟩ ⟨4−| /P 23 |1−⟩

+
⟨26⟩4[35]4

⟨61⟩⟨12⟩[34][45]s345 ⟨2−| /P 34 |5−⟩ ⟨6−| /P 45 |3−⟩
. (H.359)
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H.32 Four spin-s boson amplitude

Consider a self-interacting massless particle of integer spin s whose three-particle amplitudes are

given by (stripped off couplings)

M3(1
−, 2−, 3+) = i

Ç ⟨12⟩3

⟨23⟩⟨31⟩

ås

M3(1
+, 2+, 3−) = i(−1)s

Ç
[12]3

[23][31]

ås

M3(1
+, 2+, 3+) = 0 M3(1

−, 2−, 3−) = 0 . (H.360)

Using the on-shell recursion relations, compute the amplitude M4(1
+, 2−, 3+, 4−),

1. using the shift

λ̂1 = λ1 + zλ4
ˆ̃λ1 = λ̃1

ˆ̃λ4 = λ̃4 − zλ̃1 λ̂4 = λ4
/q = λ4λ̃1 (H.361)

Hint The amplitude is unordered, so it has two contributions,

Solution. Using the shift |4−, 1+⟩ there are two contributions,

iM
(4,1)
4 =

∑
h=±

iM3(1̂
+, 2−,−P̂−h

1,2 )︸ ︷︷ ︸
1

i

s12
iM3(P̂

h
1,2, 3

+, 4̂−)

︸ ︷︷ ︸
I1

+ iM3(1̂
+, 3+,−P̂−

1,3)︸ ︷︷ ︸
2

i

s13
iM3(P̂

+
1,3, 2

−, 4̂−)

︸ ︷︷ ︸
I2

, (H.362)

where we used in the second term that M3(1
±, 2±, 3±) = 0. Since 1 and 4 must be on opposite

sides of the shifted propagator, only s12 and s13 can go on-shell,

2 : iM3(1̂
+, 3+,−P̂−

1,3) = i(−1)s
(

[13]3

[3(−P̂1,3)][(−P̂1,3)1]

)s

= i

(
[13]3

[3P̂1,3][P̂1,31]

)s

, (H.363)
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so

I2 = i

(
[13]3

[3P̂1,3][P̂1,31]

)s
i

s13
i

(
⟨24⟩3

⟨4P̂1,3⟩⟨P̂1,32⟩

)s

. (H.364)

We have

/̂P 1,3 = /p1 + /p3 + z
∣∣∣4+∂ ¨1+∣∣∣ , (H.365)

so

⟨4P̂1,3⟩[P̂1,33] = ⟨41⟩[13] ,

⟨2P̂1,3⟩[P̂1,31] = ⟨23⟩[31] , (H.366)

and we get

I2 = − i

s13

Ñ
⟨24⟩3[13]�3

⟨41⟩���[13]2⟨32⟩

és

= −i(⟨24⟩
2[13]2)s

s13

Ç ⟨24⟩
⟨14⟩⟨23⟩[13]

ås

(use: ⟨23⟩[31] = −⟨24⟩[41] ) = −i(⟨24⟩
2[13]2)s

s13
(s14)

−s . (H.367)

To evaluate I1 we start with 1 for the case h = +

iM3(1̂
+, 2−,−P̂−

1,2) =

(
i

⟨(−P̂1,2)1⟩
⟨1̂2⟩⟨2(−P̂1,2)⟩

)s

, (H.368)

which is only non-vanishing if [1̂2] = [2(−P̂1,2)] = [(−P̂1,2)1] = 0. But we have [1̂2] = [12] ̸= 0

which means M3(1̂
+, 2−,−P̂−

1,2) has to vanish. So we are left with

I1 = iM3(1̂
+, 2−,−P̂+

1,2)
i

s12
iM3(P̂

−
1,2, 3

+, 4̂−)

= i

(
[P̂1,21]

3

[12][2P̂1,2]

)s
i

s12
i

(
⟨4P̂1,2⟩

⟨P̂1,23⟩⟨34⟩

)s

. (H.369)

with ⟨1̂2⟩ = ⟨2P̂ ⟩ = ⟨P̂1⟩ = [P̂3] = [34] = [4P̂ ] = 0. Since

/P 1,2 = /p1 + /p2 + z
∣∣∣4+∂ ¨1+∣∣∣ , (H.370)

we have

⟨kP̂1,2⟩[P̂1,21] = ⟨k2⟩[21] , k = 3, 4 ,

⟨4P̂1,2⟩[P̂2] = ⟨41⟩[12] . (H.371)
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Multiplying and dividing I1 by ⟨4P̂1,2⟩[P̂121] yields

I1 = − i

s12

Ñ
⟨24⟩4[12]�4

�
��[12]⟨34⟩���[12]⟨23⟩⟨41⟩���[12]

és

(use: [12]⟨24⟩ = −[13]⟨34⟩) = − i

s12

Ç
[13]⟨24⟩3

⟨23⟩⟨14⟩

ås

( same steps as for I2) = −i(⟨24⟩
2[13]2)s

s12
(s14)

−s . (H.372)

Putting everything together, we have

iM
(4,1)
4 = −i

Ç
1

s12
+

1

s13

å î
⟨24⟩2[13]2

ós
(s14)

−s

= i
s14
s12s13

î
⟨24⟩2[13]2

ós
(s14)

−s

= i
1

s12s13s14

î
⟨24⟩2[13]2

ós
(s14)

−s+2 . (H.373)

2. using the shift

λ̂1 = λ1 + zλ2
ˆ̃λ1 = λ̃1

ˆ̃λ2 = λ̃2 − zλ̃1 λ̂2 = λ2
/q = λ2λ̃1 (H.374)

and compare with the previous computation.

Hint In order to use it as a |−,+⟩-shift, write the amplitude as M4(1, 4, 3, 2). Also here

there are two contributions,
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Solution. We use the shift |2−, 1+⟩, and by reflection we write the amplitude asM4(1, 4, 3, 2).

iM
(2,1)
4 (1+, 2−, 3+, 4−) = iM

(2,1)
4 (1+, 4−, 3+, 2−)

=
∑
h=±

iM3(1̂
+, 4−,−P̂−h

1,4 )︸ ︷︷ ︸
1

i

s14
iM3(P̂

h
1,4, 3

+, 2̂−)

︸ ︷︷ ︸
I1

+ iM3(1̂
+, 3+,−P̂−

1,3)︸ ︷︷ ︸
2

i

s13
iM3(P̂

+
1,3, 4

−, 2̂−)

︸ ︷︷ ︸
I2

, (H.375)

which can be obtained from iM
(4,1)
4 (1+, 2−, 3+, 4+) by swapping labels 2 and 4. So

iM
(2,1)
4 (1+, 2−, 3+, 4−) = i

1

s12s13s14

î
⟨24⟩2[13]2

ós
(s12)

−s+2 , (H.376)

thus

iM
(4,1)
4 (1+, 2−, 3+, 4−)

iM
(2,1)
4 (1+, 2−, 3+, 4−)

=

Ç
s14
s12

å2−s

, (H.377)

and the two evaluations of iM4(1
+, 2−, 3+, 4−) may agree only if s = 2.

H.33 Interactions of spin-1 and spin-s massless particles

We want to determine what sorts of self-consistent interactions spin s massless particles (h = ±s),

that we denote by φ, can have with massless spin 1 particles, that we denote by γ [33].

2

1

3

Figure H.15: 3 point interaction φφγ. The plain lines represent particle φ and the other type of line
represents particle γ.

1. Consider the three-point amplitudeM3(1
−s
φ , 2±γ , 3

s
φ) in fig. H.15. List the corresponding helicities

h1, h2, h3. Derive the little group scaling of M3 and show that

M3(1
−s
φ , 2−γ , 3

s
φ) ∼ ⟨12⟩1+2s⟨23⟩1−2s⟨31⟩−1 .

M3(1
−s
φ , 2+γ , 3

s
φ) ∼ [12]1−2s[23]1+2s[31]−1 (H.378)

238



Solution. In sec. 1.12.1, we have established that on-shell three-point amplitudes with

massless particles can only depend on either right-handed or left-handed spinor products. In

sec. 1.12.3, we have seen that in a generic theory little group scaling and the correct physical

behaviour for real momenta imply that the three-point amplitude is made of right-handed

(left-handed) spinor products if the sum of the helicities is negative (positive), eqs. (1.341) and

(1.342),

MH
3 ∝ ⟨12⟩−h1−h2+h3⟨13⟩−h1−h3+h2⟨23⟩−h2−h3+h1Θ(−h1 − h2 − h3) ,

MA
3 ∝ [12]h1+h2−h3 [23]h2+h3−h1 [13]h1+h3−h2Θ(h1 + h2 + h3) ,

where the only case which is excluded is h1 + h2 + h3 = 0.

Then setting h3 = s, h2 = ±1, h1 = −s, we obtain straightforwardly eq. (H.378).

2. Consider the four-point amplitude M4(1
−
φ , 2

+
γ , 3

−
γ , 4

+
φ ). List all the possible diagrams built with

the three-point interaction (H.378). Write down the BCFW on-shell recursion relation and

compute M4(1
−
φ , 2

+
γ , 3

−
γ , 4

+
φ ).

Solution. We have the following contributions

2+

1− 4+

3−

+

3−

1− 4+

2+

(H.379)

that we will denote respectively by the s-channel and the u-channel in the following. By little

group scaling we expect that the amplitude scales as |1⟩2s,|3⟩2, |4]2s, |2]2. First, we document

the result using the channel cuts and then the on-shell recursion relations. The s-channel cut

yields

iIs =
−i[12]1−2s[2P ]1+2s

[P1]

i

s12

i⟨(−P )3⟩1+2s⟨34⟩1−2s

⟨4(−P )⟩
(H.380)

where P = −(p1 + p2). By analytic continuation ⟨(−P )q⟩ = ⟨Pq⟩. Further,

[2P ]⟨P3⟩ = [24]⟨43⟩ ,

[P1]⟨4P ⟩ = [31]⟨43⟩ .

Then, by momentum conservation

[12] =
[24]⟨43⟩
⟨13⟩

,
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Is = (−1)s
i

s12
([24]⟨13⟩)2s

(−1)2s [2| /p4 |3⟩
2−2s

−s13

= −(−1)3s
i

s12
([24]⟨13⟩)2s

[2| /p4 |3⟩
2−2s

s13
(H.381)

The u-channel cut yields

iIu = i
⟨13⟩1+2s⟨3P ⟩1−2s

⟨P1⟩
i

s13

−i[(−P )2]1−2s[24]1+2s

[4(−P )]
, (H.382)

where P = −(p1 + p3). We use

[2P ]⟨P3⟩ = [24]⟨43⟩ ,

⟨1P ⟩[P4] = ⟨13⟩[43] .

and get

iIu = (−1)s
i

s13
([24]⟨13⟩)1+2s

[2| /p4 |3⟩
1−2s

−⟨13⟩[34]

= −(−1)s
i

s13
([24]⟨13⟩)2s

[2| /p4 |3⟩
2−2s

s12
(H.383)

where we multiplied and divided by [24]⟨43⟩. Iu agrees with Is up to a factor (−1)2s.

Next, we look at the on-shell recursion relations. Consider a shift on the spin-1 particles. The

shift is λ̂2 = λ2 + zλ3
ˆ̃λ2 = λ̃2

ˆ̃λ3 = λ̃3 − zλ̃2 λ̂3 = λ3
/q = λ3λ̃2 (H.384)

The BCFW recursion relation has two contributions, the ŝ−channel and the û−channel. For

the first one, the two subamplitudes read

M3(1
−
φ , 2̂

+
γ ,
“P+
φ ) =

−i[12̂]1−2s[2̂“P ]1+2s

[“P1] ,

evaluated at ⟨12̂⟩ = ⟨2̂P̂ ⟩ = ⟨P̂1⟩ = 0, and

M3(−“P−
φ , 3̂

−
γ , 4

+
φ ) =

−i⟨(−“P )3̂⟩1+2s⟨3̂4⟩1−2s

⟨4(−“P )⟩ ,

evaluated at [3̂4] = [4“P ] = [“P 3̂] = 0, with “P = p3 + p4 − zq. The pole is at

z = − s12
[2| /p1 |3⟩

. (H.385)
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Then

iIŝ =
−i[12̂]1−2s[2̂“P ]1+2s

[“P1] i

s12

i⟨(−“P )3̂⟩1+2s⟨3̂4⟩1−2s

⟨4(−“P )⟩ , (H.386)

⟨3P̂ ⟩[P̂2] = ⟨34⟩[42]

⟨4P̂ ⟩[P̂1] = ⟨43⟩[31]− z⟨43⟩[21]

= [13]⟨34⟩ − z
s12[12]⟨34⟩
[2| /p1 |3⟩

=
[13]⟨34⟩⟨31⟩[12] + s12[12]⟨34⟩

[2| /p1 |3⟩

=
(s13 + s12)[12]⟨34⟩

[12]⟨31⟩

= s14
⟨34⟩
⟨13⟩

The ŝ−channel amplitude becomes

iIŝ = −(−1)s
i

s12
([24]⟨13⟩)2s

(−1)2s [2| /p4 |3⟩
2−2s

s14
. (H.387)

The û-channel amplitude yields

iIû = i
⟨13̂⟩1+2s⟨3̂P̂ ⟩1−2s

⟨P̂1⟩
i

s13

−i[(−P̂ )2̂]1−2s[2̂4]1+2s

[4(−P̂ )]
, (H.388)

with P̂ = p2 + p4 + zq, and

z = − s13
⟨31⟩[12]

. (H.389)

Further, similarly to before,

⟨3P̂ ⟩[P̂2] = ⟨34⟩[42]

⟨1P̂ ⟩[P̂4] = −(s13 + s12)[24]⟨12⟩
[12]⟨31⟩

= s14
⟨24⟩
⟨12⟩

Hence, we find

iIû = (−1)s
i

s13
([24]⟨13⟩)2s

[2| /p4 |3⟩
2−2s

s14

⟨13⟩[24][12]
(−1)⟨31⟩[12][24]

= (−1)s
i

s13
([24]⟨13⟩)2s

[2| /p4 |3⟩
2−2s

s14
(H.390)
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If (−1)2s = 1, we sum the two contributions and get

M4(1
−
φ , 2

+
γ , 3

−
γ , 4

+
φ ) = Iû + Iŝ = (−1)s

i

s14
([24]⟨13⟩)2s[2| /p4 |3⟩

2−2s

Ç
1

s13
+

1

s12

å
= (−1)s

i

s14
([24]⟨13⟩)2s[2| /p4 |3⟩

2−2s

Ç −s14
s12s13

å
= −(−1)s

i

s12s13
([24]⟨13⟩)2s[2| /p4 |3⟩

2−2s , (H.391)

which is consistent with the cut-channel result.

H.34 Graviton MHV amplitudes

Tree MHV graviton amplitudes can be obtained though on-shell recursion relations, and expressed as

the square of tree MHV gluon amplitudes. Let us consider the amplitude M tree
n (1−, 2−, 3+, . . . , n+).

Show by induction that it takes the form [30],

iM tree
n (1−, 2−, 3+, . . . , n+) = i

∑
σ∈Sn−2

2p1 · pσn

Ä n−1∏
k=4

βk
äÄ
iAn(1

−, 2−, σ+
3 , . . . , σ

+
n )
ä2
, (H.392)

with βk =


− ⟨σkσk+1⟩

⟨2σk+1⟩
¨
2−
∣∣∣ /P σ3,σk−1

∣∣∣σ−
k

∂
for n > 4

1, for n = 4

(H.393)

where Pi,j = pi + . . .+ pj and An(1
−, 2−, σ+

3 , . . . , σ
+
n ) is the colour-ordered MHV gluon amplitude.

1. Firstly, check that the form proposed above yields the known result for n = 4,

M tree
4 (1−2−3+4+) =

⟨12⟩7[12]
⟨13⟩⟨14⟩⟨23⟩⟨24⟩⟨34⟩2

. (H.394)

Solution. For n = 4, the proposed form yields

iM tree
4 (1−, 2−, 3+, 4+) = i

î
s14(iA4(1

−, 2−, 3+, 4+))2 + s13(iA4(1
−, 2−, 4+, 3+))2

ó
= −i

î [14]���⟨41⟩⟨12⟩6

⟨23⟩2⟨34⟩2⟨41⟩�2
+

[13]���⟨31⟩⟨12⟩6

⟨24⟩2⟨43⟩2⟨31⟩�2
ó

= −i⟨12⟩
6([14]⟨24⟩2⟨31⟩+ [13]⟨23⟩2⟨41⟩)
⟨13⟩⟨14⟩⟨23⟩2⟨24⟩2⟨34⟩2

= −i⟨12⟩
6
���⟨23⟩[13](−⟨24⟩⟨31⟩+ ⟨23⟩2⟨41⟩)
⟨13⟩⟨14⟩⟨23⟩�2⟨24⟩2⟨34⟩2

= −i ⟨12⟩7[13]⟨34⟩
⟨13⟩⟨14⟩⟨23⟩⟨24⟩2⟨34⟩2

= i
⟨12⟩7[12]

⟨13⟩⟨14⟩⟨23⟩⟨24⟩⟨34⟩2
, (H.395)
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where in the fourth line we used momentum conservation ⟨24⟩[41] = −⟨23⟩[31], in the fifth line

the Schouten identity, and then finally [13]⟨34⟩ = −[12]⟨24⟩.

2. Next, assume that eq. (H.392) holds for (n− 1) gravitons and consider the shift,


λ̂1 = λ1 − zλ2

ˆ̃λ1 = λ̃1

ˆ̃λ2 = λ̃2 + zλ̃1 λ̂2 = λ2 .
(H.396)

Eq. (H.396) is a |−,−⟩ shift. It has been shown that under the shifts |−,−⟩, |+,+⟩, |−,+⟩,
M(z) → 1/z2 as z → ∞, so |−,−⟩ is a good shift [32].

Use the on-shell recursion relation for graviton amplitudes,

iMn(1
−, 2−, 3+, . . . , n+)

=
∑

σ∈Zn−2

∑
h=±

n−1∑
k=3

iMk(2̂
−, σ+

3 , . . . , σ
+
n , P̂

h
2,k)

i

P 2
2,k

iMn−k+2(−P̂−h
2,k , σ

+
k+1, . . . , σ

+
n , 1̂

−) ,(H.397)

where the first sum is over the (n − 2) cyclic permutations on the helicity line (3+, . . . , n+),

considering that the graviton amplitudes are not coloured ordered (there is no colour in gravity).

Hint. Since we want to write the graviton amplitudes as the square of gluon amplitudes, we

establish the analogous on-shell recursion relation for gluon amplitudes under the same shift,

iAn(1
−, 2−, 3+, . . . , n+)

=
∑
h=±

n−1∑
k=3

iAk(2̂
−, σ+

3 , . . . , σ
+
n , P̂

h
2,k)

i

P 2
2,k

iAn−k+2(−P̂−h
2,k , (k + 1)+, . . . , n+, 1̂−) .(H.398)

Solution. For the gluon amplitudes we use the on-shell recursion relations (H.398). As we

have discussed in the proof of the Parke Taylor formula with BCFW, we can discard all the

terms with 4 ≤ k ≤ n − 2 by counting the negative helicities. We are left with the k = 3 and

k = n− 1 terms. For k = 3, we have

I3 = iA3(2̂
−, 3+, P̂+

2,3)
i

s23
iAn−1(−P̂−

2,3, 4
+, n+, 1̂−) . (H.399)

The 3-point amplitude,

iA3(2̂
−, 3+, P̂+

2,3) = −i [3P̂ ]3

[2̂3][P̂2]
, (H.400)

can be non-vanishing only if

⟨3P̂ ⟩ = ⟨2̂3⟩ = ⟨P̂2⟩ = 0 , (H.401)

but ⟨2̂3⟩ = ⟨23⟩ ̸= 0, and this leads to [3P̂ ] = [2̂3] = [P̂2] = 0 and thus A3(2̂
−, 3+, P̂+

2,3) = 0.

Thus, we are left with only one term, k = n− 1,

iAn(1
−, 2−, 3+, . . . , n+) = iAn−1(2̂

−, 3+, . . . , (n− 1)+, P̂−
1,n)

i

sn1
iA3(−P̂+

1,n, n
+, 1̂−) . (H.402)
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Since the graviton amplitudes with all-like helicity gravitons, or all but one, vanish, the anal-

ogous analysis of the on-shell recursion relation of the MHV graviton amplitudes yields just

one term, for k = n − 1, up to cyclic permutations, since the graviton amplitudes are not

colour-ordered,

iMn(1
−, 2−, 3+, . . . , n+) =

∑
σ∈Zn−2

iMn−1(2̂
−, σ+

3 , . . . , σ
+
(n−1), P̂

−
1,n)

i

sσn1

iM3(−P̂+
1,n, σ

+
n , 1̂

−) .

(H.403)

We may symmetrise over the (n− 3)! non-cyclic permutations, and write it as

iMn(1
−, 2−, 3+, . . . , n+)

=
1

(n− 3)!

∑
σ∈Sn−2

iMn−1(2̂
−, σ+

3 , . . . , σ
+
(n−1), P̂

−
1,σn

)
i

sσn1

iM3(−P̂+
1,σn

, σ+
n , 1̂

−) . (H.404)

Then, we use the ansatz for Mn−1,

iMn(1
−, 2−, 3+, . . . , n+)

=
1

�����(n− 3)!

∑
σ∈Sn−2

i

�
�
��

∑
σ∈Sn−3

2P̂1,σn · pσn−1

Ä n−2∏
k=4

βk
äÄ
iAn(2̂

−, σ+
3 , . . . , σ

+
n−1, P̂

−
1,σn

)
ä2

· i

s1σn

i
Ä
iA3(−P̂+

1,σn
, σ+

n , 1̂
−)
ä2
, (H.405)

the sum over Sn−3 is redundant and may be cancelled with the symmetry factor (n− 3)!. Then

we use the on-shell recursion for gluons (H.402),

iAn−1(2̂
−, 3+, . . . , n− 1+, P̂−

1,n) iA3(−P̂+
1,n, n

+, 1̂−) = −isn1 · iAn(1
−, 2−, 3+, . . . , n+) , (H.406)

so that

iMn(1
−, 2−, 3+, . . . , n+) = i

∑
σ∈Sn−2

2P̂1,σn · pσn−12p1 · pσn

Ä n−2∏
k=4

βk
äÄ
iAn(1

−, 2−, 3+, . . . , n+)
ä2
.

(H.407)

We need to work out 2P̂1,σn · pσn−1 . Firstly, we need the value of z at the pole,

0 = P̂ 2
1,σn

= [1̂σn]⟨σn1̂⟩

= [1σn]
Ä
⟨σn1⟩ − z⟨σn2⟩

ä
, (H.408)

which entails that

z =
⟨σn1⟩
⟨σn2⟩

. (H.409)
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2P̂1,σn · pσn−1 = 2pσn−1 · (p̂1 + pσn)

= [1σn−1]⟨σn−11̂⟩+ [σnσn−1]⟨σn−1σn⟩

= [1σn−1]
Ä
⟨σn−11⟩ −

⟨σn1⟩
⟨σn2⟩

⟨σn−12⟩
ä
+ [σnσn−1]⟨σn−1σn⟩

= [1σn−1]
⟨σn−1σn⟩⟨12⟩

⟨σn2⟩
+ [σnσn−1]⟨σn−1σn⟩

=
⟨σn−1σn⟩
⟨2σn⟩

Ä ¨
2−
∣∣∣ /1 ∣∣∣σ−

n−1

∂
+
¨
2−
∣∣∣ /σn

∣∣∣σ−
n−1

∂ ä
= −⟨σn−1σn⟩

⟨2σn⟩
¨
2−
∣∣∣ /P 2,σn−1

∣∣∣σ−
n−1

∂
= −⟨σn−1σn⟩

⟨2σn⟩
¨
2−
∣∣∣ /P σ3,σn−2

∣∣∣σ−
n−1

∂
= βn−1 , (H.410)

where in the fourth line we used the Schouten identity, in the sixth line momentum conservation,

and in the last line eq. (H.393). Substituting eq. (H.410) into eq. (H.407), we obtain eq. (1.440)

and this completes the proof.

H.35 Five-graviton MHV amplitude

Write the n-graviton MHV the amplitude Mn as

Mn(1, 2, . . . , n) = ⟨ij⟩8M̃n(1, 2, . . . , n) , (H.411)

where i and j are the negative-helicity gravitons and M̃n is helicity independent. Use Hodges for-

mula [31] for M̃n

M̃n(1, 2, . . . , n) = (−1)n+1sgn(ijk) sgn(rst)cijkc
rst|ϕ|ijkrst , (H.412)

where sgn(ijk) ≡ sgn(σ(i, j, k, 1, 2, . . . , /i, /j, /k, . . . , n)) is the signature of the permutation which moves

i, j, k up front in the sequence. Compute M̃5 using the minor determinants,

1. |ϕ|123123

Solution. We recall that 
ϕi

j =
[ij]

⟨ij⟩
j ̸= i ,

ϕi
i = −

∑
k ̸=i

[ik]⟨kx⟩⟨ky⟩
⟨ik⟩⟨ix⟩⟨iy⟩

.
(H.413)

and the minor determinant |ϕ|ijkpqr is obtained by deleting rows i, j, k and columns p, q, r from

the matrix whose entries are ϕi
j above. Further, the coefficients read

cijk = cijk = (⟨ij⟩⟨jk⟩⟨ki⟩)−1 . (H.414)
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Therefore, we have

M̃5 =
φ4
[4φ

5
5]

(⟨12⟩⟨23⟩⟨31⟩)2
(H.415)

with

φ4
4 = − [45]⟨51⟩⟨52⟩

⟨45⟩⟨51⟩⟨52⟩
− [43]⟨31⟩⟨32⟩

⟨43⟩⟨41⟩⟨42⟩
(H.416)

φ5
5 = − [54]⟨41⟩⟨42⟩

⟨54⟩⟨51⟩⟨52⟩
− [53]⟨31⟩⟨32⟩

⟨54⟩⟨51⟩⟨52⟩
(H.417)

φ4
5 = φ5

4 =
[45]

⟨45⟩
. (H.418)

We use the explicit expression in

φ4
[4φ

5
5] =

Ç
[45]

⟨45⟩

å2 Ç⟨51⟩⟨52⟩⟨41⟩⟨42⟩
⟨41⟩⟨42⟩⟨51⟩⟨52⟩

− 1

å
+

[54]⟨41⟩⟨42⟩
⟨54⟩⟨51⟩⟨52⟩

[43]⟨31⟩⟨32⟩
⟨43⟩⟨41⟩⟨42⟩

+
[53]⟨31⟩⟨32⟩
⟨54⟩⟨51⟩⟨52⟩

[45]⟨51⟩⟨52⟩
⟨45⟩⟨51⟩⟨52⟩

+
[53]⟨31⟩⟨32⟩
⟨54⟩⟨51⟩⟨52⟩

[43]⟨31⟩⟨32⟩
⟨43⟩⟨41⟩⟨42⟩

(H.419)

Performing the simplifications with c123 we are left with

M̃5 =
1

⟨12⟩2

Ç
[43][53]

⟨43⟩⟨41⟩⟨42⟩⟨53⟩⟨51⟩⟨52⟩
(H.420)

+
[45][53]

⟨23⟩⟨31⟩⟨45⟩⟨41⟩⟨42⟩⟨53⟩

+
[54][43]

⟨54⟩⟨51⟩⟨52⟩⟨43⟩⟨31⟩⟨23⟩

å
2. |ϕ|345123 and verify that they agree.

Solution. We start with

M̃5 = − φ1
4φ

2
5 − φ1

5φ
2
4

⟨12⟩⟨23⟩⟨31⟩⟨34⟩⟨45⟩⟨53⟩
, (H.421)

where

φ1
4 =

[14]

⟨14⟩
, φ1

5 =
[15]

⟨15⟩
, φ2

4 =
[24]

⟨24⟩
, φ2

5 =
[25]

⟨25⟩
, (H.422)

φ1
4φ

2
5 − φ1

5φ
2
4 =

[14][25]⟨24⟩⟨15⟩ − [15][24]⟨14⟩⟨25⟩
⟨14⟩⟨25⟩⟨24⟩⟨15⟩

. (H.423)

Using momentum conservation one can verify that the two expressions correspond.
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H.36 Gravity with light and matter

In order to investigate gravitational interactions with light and matter, consider an extension of the

Einstein-Hilbert action, where we add the minimal coupling of gravity to a massive scalar field [6].

SHE ≡
∫
d4x

√
−g
®
2

κ2
R− gµνgρσ

4
FµρFνσ +

gµν

2
(∂µϕ) (∂νϕ)−

m2

2
ϕ2

´
, (H.424)

where gµν is the metric tensor, g its determinant, R is the Ricci curvature and κ is a coupling constant

related to Newton’s constant by κ2 = 32πGN .

As already seen in the lectures, the rules for the propagators and vertices involving gravitons are

obtained by expanding the metric around flat space (1.425), gµν = ηµν + κhµν . However, we by-

pass the extraction of the Feynman rules from the Lagrangian and use the spinor-helicity formalism,

combined to the BCFW recursion, in order to calculate some amplitudes that have relevance in grav-

itational physics: the gravitational bending of light by a mass, and the scattering of a gravitational

wave off a mass. In both examples, the mass acting as a source of gravitational field is taken to

be a scalar particle. External scalar particles must have helicity h = 01, photons can have helicities

h = ±1 and gravitons can have helicities h = ±2. One may choose a gauge in which their polarisation

vectors are “squares” of the gluon polarisation vectors (1.427), ϵµv2h(p, q) = ϵµh(p, q)ϵ
ν
h(p, q).

1. For three-point amplitudes that involve only massless particles (photons and gravitons), little

group scaling and dimensional analysis are sufficient to constrain completely their form. What

is the mass dimension expected for M3? What is the coupling for the three-point vertex hγγ?

Derive the expression of

M3

Ä
1±h , 2

+
γ , 3

+
γ

ä
M3

Ä
1+h , 2

+
γ , 3

−
γ

ä
M3

Ä
1+h , 2

−
γ , 3

−
γ

ä
M3

Ä
1−h , 2

+
γ , 3

−
γ

ä
M3

Ä
1−h , 2

−
γ , 3

+
γ

ä
Solution. We use the results of eqs. (1.341) and (1.342) with h1 = ±2, h2 = ±1, h3 = ±1,

considering in addition that M3 must have overall mass dimension 1 and that the coupling κ

has mass dimension −1. We obtain

M3

Ä
1±h , 2

+
γ , 3

+
γ

ä
=M3

Ä
1±h , 2

−
γ , 3

−
γ

ä
= 0 (H.425)

M3

Ä
1+h , 2

+
γ , 3

−
γ

ä
=
κ

2
[12]4[23]−2 (H.426)

M3

Ä
1+h , 2

−
γ , 3

−
γ

ä
=
κ

2
[23]−2[31]4 (H.427)

M3

Ä
1−h , 2

+
γ , 3

−
γ

ä
=
κ

2
⟨23⟩−2⟨31⟩4 (H.428)

M3

Ä
1−h , 2

−
γ , 3

+
γ

ä
=
κ

2
⟨12⟩4⟨23⟩−2 (H.429)

1For a massive scalar particle, we would need to consider the representation of the little group of spin 0, i.e. the
singlet. However, for conciseness the amplitudes with massive scalar particles do not carry explicit little group indices.
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2. For the ϕϕh amplitude, we cannot rely on little group scaling because the massive scalar field

is in the singlet representation of SU(2), thus it does not change under the action of SU(2).

Instead, we turn to the Feynman rule for the corresponding vertex Γµν , which reads [6]

Γµν (p1, p2) =
iκ

2

î
pµ1p

ν
2 + pν1p

µ
2 − ηµν

Ä
p1 · p2 −m2

äó
, (H.430)

Where p1, p2 are the momenta of the legs of particle ϕ. This vertex is intendend to be contracted

with the polarization vector of the graviton to give ϵ∗µνΓ
µν = iMϕϕh. Derive

M3(1ϕ, 2ϕ, 3
+
h ) , M3(1ϕ, 2ϕ, 3

−
h ) . (H.431)

Solution. In the following we will denote ϵ∗ as ϵ for brevity. The term proportional to

ηµν gives the contraction ϵ±(p3, q) · ϵ±(p3, q) which vanishes by Fierz rearrengement. Hence,

M3(1ϕ, 2ϕ, 3
+
h ) = i (p1 · ϵ+ (p3; q)) (p2 · ϵ+ (p3; q))

=
iκ

2

⟨
q
∣∣∣/p1∣∣∣ p3] ⟨q ∣∣∣/p2∣∣∣ p3]

⟨qp3⟩2
(H.432)

M3(1ϕ, 2ϕ, 3
−
h ) =

iκ

2

⟨
p3
∣∣∣/p1∣∣∣ q] ⟨p3 ∣∣∣/p2∣∣∣ q]

[qp3]
2 . (H.433)

H.37 Gravitational bending of light

Using on-shell recursion relations, derive the amplitude M4(1
+
γ , 2

−
γ , 3ϕ, 4ϕ) for the scattering between

a photon and a massive scalar, mediated by a graviton. Since the photon γ and the scalar ϕ do

not couple directly, the only tree diagram involves the exchange of an intermediate graviton. As a

consequence, the only possible shift for a BCFW recursion relation involves γ and ϕ, since the shifted

legs need to be on opposite sides of the internal propagator. Consider the BCFW relation with the

shift,

p̂2 ≡ p2 + zq, p̂3 ≡ p3 − zq. (H.434)

1. Show that the vector qµ such that

|q⟩ = |2⟩ (H.435)

|q] = /p3 |2⟩ (H.436)

satisfies the requirements to be a good shift, i.e.

q2 = 0, q · p2 = q · p3 = 0. (H.437)

Solution. Since p2 is lightlike, the condition 2p2 · q = ⟨2q⟩[q2] = ⟨2−| |q+⟩ ⟨q+|2−⟩ = 0 can
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be satisfied by choosing, for instance,

|q⟩ = |2⟩.

We turn to the other condition,

2q · p3 = ⟨q| /p3 |q] = ⟨2| /p3 |q] (H.438)

which can be satisfied by |q] = /p3 |2⟩,

⟨2| /p3 |q] = ⟨2| /p3/p3 |2⟩ = m2⟨22⟩ = 0. (H.439)

2. Assume M4(z) → 0 as z → ∞ and compute M4(1
+
γ , 2

−
γ , 3ϕ, 4ϕ) starting from the recursion

relation,

iM4(1
+
γ , 2

−
γ , 3ϕ, 4ϕ) =

∑
h

iM3(1
+
γ , 2̂

−
γ ,−P̂+h

h )
i

P 2
iM3(P̂

−h
h , 3̂ϕ, 4ϕ) (H.440)

Hint. A convenient choice of reference for the polarisation vector is q = p2.

Hint. Find explicitly the value of z such that P̂ 2(z) = 0 in order to appreciate the differences

from a massless shift.

Solution. As opposed to the massless shift, here we don’t have an explicit expression of

the shift qµ via the Gordon identity, because the massive momentum shift does not factorize

into singular shifts of the kets associated to it. Nonetheless, from eq. (H.435) and (H.436), it

is natural to consider the operator |q] ⟨q|. If we contract eq. (H.434) with γµ and then consider

only the operator (p · σ)ḃb = (|p] ⟨p|)ḃb, we have

∣∣∣2̂ó ¨2̂∣∣∣ = |2] ⟨2|+ z |q] ⟨q| = |2] ⟨2|+ z/p3 |2⟩ ⟨2| = (|2] + z/p3 |2⟩) ⟨2| , (H.441)

p̂3 · σ = p3 · σ − z |q] ⟨q| = p3 · σ − z/p3 |2⟩ ⟨2| . (H.442)

We see from eq. (H.441) that

∣∣∣2̂ó = |2] + z/p3 |2⟩ (H.443)∣∣∣2̂∂ = |2⟩ (H.444)

and, as already anticipated, the same factorization cannot be performed in p̂3 · σ. We need to

derive the value of z such that 0 = “P 2
1,2(z). We have

0 = “P 2
1,2(z) = 2p̂2(z) · p1 = [12̂]⟨2̂1⟩ = ⟨21⟩ [1|

Ä
|2] + z/p3 |2⟩

ä
, (H.445)

which implies

z = − [12]

[1| /p3 |2⟩
(H.446)

Now we write the recursion relation. Plugging in the results for the three-point amplitudes and
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summing explicitly over the two helicities of the intermediate graviton, the γγϕϕ amplitude

can be written as

iM4(1
+
γ , 2

−
γ , 3ϕ, 4ϕ) =

κ2

4

1

⟨12⟩[12]


î“P1,2|1

ó4
[12̂]2

⟨“P1,2

∣∣∣/p4∣∣∣ q]2î
q|“P1,2

ó2 +

¨“P1,2|2̂
∂4

⟨12̂⟩2

⟨
q
∣∣∣/p4∣∣∣ “P1,2

]2¨
q|“P1,2

∂2  . (H.447)

InM4 above q
µ is the reference vector of polarisation vector of the graviton2. For the first term,

we may write î“P1,2|1
ó4

[12̂]2
=

î“P1,2|1
ó4 ¨“P1,2|1

∂4
[12̂]2

¨“P1,2|1
∂4 =

(2p1 · p̂2)4

[12̂]2
¨“P1,2|1

∂4 = 0,

since we evaluate the expression at z. Therefore, the amplitude reduces to a single term and

we set the reference of the polarization vector to q = p2, which leads to

iM4(1
+
γ , 2

−
γ , 3ϕ, 4ϕ) =

κ2

4

¨“P1,2|2
∂2 ⟨

2
∣∣∣/p4∣∣∣ “P1,2

]2
⟨12⟩3[12]

. (H.448)

Then, notice that ⟨
2
∣∣∣/p4∣∣∣ “P1,2

] ¨“P1,2|2
∂
=
⟨
2
∣∣∣/p4∣∣∣ 1] ⟨12⟩, (H.449)

which gives the following compact form for the amplitude,

iM4(1
+
γ , 2

−
γ , 3ϕ, 4ϕ) =

κ2

4

⟨
2
∣∣∣/p4∣∣∣ 1]2

⟨12⟩[12]
(H.450)

3. Compute
∣∣∣M4(1

+
γ , 2

−
γ , 3ϕ, 4ϕ)

∣∣∣2.
Solution. Using

⟨
2
∣∣∣/p4∣∣∣ 1]† = ⟨

1
∣∣∣/p4∣∣∣ 2], the squared modulus of the amplitude is

∣∣∣M4(1
+
γ , 2

−
γ , 3ϕ, 4ϕ)

∣∣∣2 = κ4

16

⟨
2
∣∣∣/p4∣∣∣ 1]2 ⟨1 ∣∣∣/p4∣∣∣ 2]2
⟨12⟩2[12]2

.

Note that

⟨
2
∣∣∣/p4∣∣∣ 1] ⟨1 ∣∣∣/p4∣∣∣ 2] = λa(2)(p4 · σ̄)aḃλ̃

ḃ(1)λc(1)(p4 · σ̄)cḋλ̃
ḋ(2)

= tr
Ä
/p4p1 · σ/p4p2 · σ

ä
= p4µp1vp4ρp2δ tr

Ä
σ̄µσvσ̄σσ

δ
ä

= 2p4µp1vp4ρp2σ (η
µvηρσ − ηµρηvσ + ηµσηvρ + iϵµvρσ)

= 2
Ä
2 (p1 · p4) (p2 · p4)− p24 (p1 · p2)

ä
= s13s14 −m4, (H.451)

2Whether it is qµ of the shift or of the polarization vector is understood from the context.
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where we have introduced the Lorentz invariants sij ≡ (pi + pj)
2 and used s24 = s13 and

s12 + s13 + s14 = 2m2

(both follow from momentum conservation). Therefore, the squared amplitude reads

∣∣∣M4(1
+
γ , 2

−
γ , 3ϕ, 4ϕ)

∣∣∣2 = κ4

16

(s13s14 −m4)
2

s212
. (H.452)

The differential cross-section with respect to the solid angle of the outgoing photon is given by

dσ

dΩ
=

1

64π2 s14

∣∣∣M4(1
+
γ , 2

−
γ , 3ϕ, 4ϕ)

∣∣∣2 . (H.453)

Let us now consider the limit of long wavelength photons, namely ω = |p1,2| ≪ m. In this limit, the

Lorentz invariants that appear in the cross-section simplify into

s12 ≈ 4ω2 sin2 θ

2

s13 ≈ m2 − 2mω − 4ω2 sin2 θ

2
,

s14 ≈ m2 + 2mω,

where ω is the photon energy and θ its deflection angle in the center-of-mass frame (which is also the

frame of the massive scalar particle in this limit). For large enough impact parameters, the deflection

angle is small, θ ≪ 1. Thus, we obtain in this limit

dσ

dΩ
≈ 16G2

N m2

θ4
. (H.454)

In order to determine the deflection angle as a function of the impact parameter b, consider a flux

F of photons along the z direction, with the massive scalar at rest at the origin. Within this flux,

consider specifically the incoming photons in a ring of radius b and width db. The number of photons

flowing per unit time through this ring is

2πbFdb. (H.455)

All these photons are scattered in the range of polar angles [θ(b) + dθ, θ(b)] (note that dθ is negative

for db > 0, because the deflection angle decreases at largerb), which corresponds to the solid angle,

dΩ = −2π sin(θ(b))dθ. (H.456)

By definition, the number of scattering events is the flux times the cross-section, i.e.,

2πbFdb = F dσ

dΩ
dΩ, (H.457)
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which can be integrated for small angles into

θ(b) =
4GNm

b
, (H.458)

where the integration constant has been chosen so that the deflection vanishes when b→ ∞. This is

indeed the standard formula from general relativity, which can be derived by considering geodesics

in the Schwarzschild metric.

H.38 Scattering of gravitational waves by a mass

Consider the amplitude for the scattering of a graviton off a massive scalar, M4(1
−
h , 2

+
h , 3ϕ, 4ϕ).

1. Consider the shift

∣∣∣2̂ó = |2] , |2̂⟩ = |2⟩ − z|1⟩,
∣∣∣1̂ó = |1] + z |2] , |1̂⟩ = |1⟩. (H.459)

Assume M4(z) → 0 as z → ∞ and write the BCFW recursion relation.

Solution. With this shift, M4 has two contributing diagrams in the BCFW recursion

relation,

1̂

4 3

2̂

+

1̂

3 4

2̂

(H.460)

iM4(1
−
h , 2

+
h , 3ϕ, 4ϕ) =iM3

Ä
1̂−h , 4ϕ, p̂23,ϕ

ä i

s23 −m2
iM3

Ä
2̂+h , 3ϕ,−p̂23,ϕ

ä
+ iM3

Ä
1̂−h , 3ϕ, p̂24,ϕ

ä i

s24 −m2
iM3

Ä
2̂+h , 4ϕ,−p̂24,ϕ

ä
. (H.461)

2. Compute the amplitude setting p2 as reference to the polarisation vector of graviton 1 and p1

as reference to the polarisation vector of graviton 2.

Solution. We use the expressions of M3(ϕ, ϕ, h) found in eqs. (H.432) and (H.433),

iM4(1
−
h , 2

+
h , 3ϕ, 4ϕ) = −iκ

2

4

¨
1̂
∣∣∣ /p4 |2]2 ⟨1| /p3 ∣∣∣2̂ó2

(s23 −m2)[1̂2]2⟨12̂⟩2
− i

κ2

4

¨
1̂
∣∣∣ /p3 |2]2 ⟨1| /p4 ∣∣∣2̂ó2

(s24 −m2)[1̂2]2⟨12̂⟩2

= −iκ
2

4

⟨1| /p3 |2]
4

[12]2⟨12⟩2

®
1

(s23 −m2)
+

1

(s24 −m2)

´
= i

κ2

16

⟨1| /p3 |2]
4

[12]⟨12⟩
1

(p2 · p3)(p2 · p4)
(H.462)
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3. Compute
∣∣∣M4(1

−
h , 2

+
h , 3ϕ, 4ϕ)

∣∣∣2 .

Solution. We find

∣∣∣M4(1
−
h , 2

+
h , 3ϕ, 4ϕ)

∣∣∣2 = ∣∣∣M4(1
−
γ , 2

+
γ , 3ϕ, 4ϕ)

∣∣∣2 ®1− m2s12
(s13 −m2) (s14 −m2)

´
(H.463)

In the limit of a graviton of small energy (i.e., a gravitational wave of long wavelength) and

small deflection angle (i.e., at large impact parameter), the second factor on the right-hand side

becomes equal to 1 , and we have

∣∣∣M4(1
−
h , 2

+
h , 3ϕ, 4ϕ)

∣∣∣2 ω ≪ m≈
∣∣∣M4(1

−
γ , 2

+
γ , 3ϕ, 4ϕ)

∣∣∣2 (H.464)

This implies that in this limit the bending of a gravitational wave by a mass is the same as the

bending of a light ray (but there are some differences beyond this limit).

H.39 Solution of the Dirac equation

Whenever an explicit representation is asked we consider the chiral representation of the gamma

matrices, which is given by

γµ =

Ñ
0 σµ

σ̄µ 0

é
, γ5 =

Ñ
−1 0

0 1

é
, PR,L :=

1± γ5

2
, (H.465)

σ1 =

Ñ
0 1

1 0

é
, σ2 =

Ñ
0 −i
i 0

é
, σ3 =

Ñ
1 0

0 −1

é
, (H.466)

where σµ := (1, σ⃗) and σ̄µ := (1,−σ⃗). The generators of the Lorentz transformations for spinors are

given by

(Sµν)αβ =
i

4
([γµ, γν ])αβ, Λ 1

2
= exp

Ç
− i

2
ωµνSµν

å
. (H.467)

1. Consider the Dirac equation for positive frequencies solution, ψ(x) := u(p)e−ip·x. Show that

the solution for a particle at rest with normalization ū u = 2m, can be written as:

u(p0) =
√
m

Ñ
ξ

ξ

é
, (p0)

µ = (m, 0, 0, 0) . (H.468)

where ξ are two-component spinors satisfying ξ†ξ = 1

Solution. The equation that we need to solve is (γµpµ −m)u(p) = 0 for pµ = (m, 0, 0, 0),

then it reduces to

(γ0 − 1)u(p) =

Ñ
−1 1

1 −1

é
u(p) = 0 . (H.469)
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The only non trivial solution of this expression is given by u(p) ∝

Ñ
ξ

ξ

é
.

2. Split the component of the spinor into the the chiral components of u(p)R,L := PR,Lu(p) as

u(p) =

Ñ
ξL

ξR

é
and show that they do not mix under a boost.

Solution. We have for boosts,

− i

2
[(ω0iS0i) + (ωi0S i0)] = − i

2

ï
− iω0i

Ñ
σi 0

0 −σi

éò
, (H.470)

so with w0i = ηi

Λ1/2 = exp
Å1
2

Ñ
σi 0

0 −σi

éã
=

Ñ
exp
Ä
1
2
σ⃗η⃗
ä

0

0 exp
Ä
−1

2
σ⃗η⃗
äé , (H.471)

we see that they do not mix.

3. Boost the solution of the rest system with the velocity v⃗ =
p⃗

E
to obtain the general solution

and express the result in terms of E, |p⃗| and m. Use the parametrisation,

pµ =


E

|p⃗|cos(ϕ) sin(θ)
|p⃗|sin(ϕ) sin(θ)

|p⃗|cos(θ)

. (H.472)

Hint. The rapidity is η⃗ = η
p⃗

|p⃗|
= atanh

Ä |p⃗|
E

ä p⃗
|p⃗|

.

Hint. Use

cosh
Åη
2

ã
=

 
1

2
(cosh(η) + 1) ,

sinh
Åη
2

ã
=

 
1

2
(cosh(η)− 1) ,

cosh(atanh(x)) =
1√

1− x2
. (H.473)

Solution. To perform the matrix exponential we use,

(σ⃗η⃗)2 = η2 σiσj︸ ︷︷ ︸
1δij+iϵijkσk

pipj
|p⃗|2

= 1η2δij
pipj
|p⃗|2

= 1η2 . (H.474)
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So

exp

Ç
1

2
σ⃗η⃗

å
= 1

∑
n

1

(2n)!

Ç
1

2
η

å2n

+
σ⃗p⃗

|p⃗|
∑
n

1

(2n+ 1)!

Ç
1

2
η

å2n+1

= cosh
Åη
2

ã
1 + sinh

Åη
2

ã σ⃗p⃗
|p⃗|

. (H.475)

where

cosh
Åη
2

ã
=

 
1

2
(cosh(η) + 1) =

 
E +m

2m
,

sinh
Åη
2

ã
=

 
1

2
(cosh(η)− 1) =

 
E −m

2m
. (H.476)

H.40 Irreducible representations of SU(2)

We consider the fully symmetric SU(2) tensor,

Ψ(i1,...,i2j) , (H.477)

where i is the SU(2) index by taking the direct product of spin-1/2 wave-functions (we will make

things more concrete below). We have the action of the rotation generators,

(J⃗Ψ)(i1,...,i2j) =
1

2
(σ⃗)j1i1Ψ(j1,...,i2j) + · · ·+ 1

2
(σ⃗)

j2j
i2jΨ(i1,...,j2j) . (H.478)

• How many components does that tensor have?

Solution. That is the purely combinatorical question of asking in how many ways we

can put r indistinguishable objects (the indices) into d boxes (the values of the indices). The

answer is Ñ
d+ r − 1

r

é
=

(d+ r − 1)!

r! (d− 1)!
. (H.479)

and for d = 2 (up,down) and r = 2j we have (1 + 2j)! /(2j)! = 1 + 2j possibilities.

• Consider now i ∈ {↑, ↓} and j = 1 and give all components explicitly.

Solution. We have the three components

T(a,b) =


|↑↑⟩ (m = 1)

1
2
(|↑↓⟩+ |↓↑⟩) (m = 0)

|↓↓⟩ (m = −1)

(H.480)

with the notation |↓↓⟩ = |↓⟩ ⊗ |↓⟩.
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• Compute (J⃗2Ψ)(i1,...,i2j).

Solution. We have to consider

(J⃗ ⊗1 ⊗ . . .⊗ 1︸ ︷︷ ︸
(2j-1) times

+ . . . 1 ⊗ . . .⊗ J⃗)2Ψ , (H.481)

So we have 2j-terms of the form 1 ⊗ . . .⊗ J⃗2 ⊗ . . .⊗ 1 with

1

4
(σ⃗)lij(σ⃗)

jj
l Ψ(i1,...jj ...,i2j) =

1

4
(2δllδ

jj
ij − δlijδ

jj
l )Ψ(i1,...jj ...,i2j) =

3

4
Ψ(i1,...ij ...,i2j) , (H.482)

and (2j)2 − 2j mixed terms of the form,

1

4
(σ⃗)jkik (σ⃗)

jl
il
Ψ(i1,...jk...jl...,i2j) =

1

4
(2δjlikδ

jk
il
− δjkik δ

jl
il
)Ψ(i1,...jk...jl...,i2j) =

1

4
Ψ(i1,...ik...il...,i2j) , (H.483)

where we used the symmetry of the tensor. So we have

(J⃗2Ψ)(i1,...,i2j) = (2j
3

4
+ 2j(2j − 1)

1

4
)Ψ(i1,...,i2j) = j(1 + j)Ψ(i1...,i2j) , (H.484)

as expected.

We now want to turn to the irreducible representation of SU(2) and see that the fully symmetric

SU(2)-tensor defined above is a representation3. g ∈ SU(2) can be written as

g =

Ñ
a b

−b∗ a∗

é
, a, b ∈ C , (H.485)

with |a|2+|b|2= 1. We denote {e1, e2} as the basis of the complex two-dimensional space C2 on which

g acts with

g(ei) = gji ei . (H.486)

3A representation is the map ρ : SU(2) → GL(V ) where V is a vector space called representation space. If there is
no ambiguity V is referred to as representation.
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A basis of the (2j + 1)-dimensional complex vector space V(j) is

{e(j)0 =
»
(2j)!S2j(e

2j
1 ) =

»
(2j)!S2j(

2j times︷ ︸︸ ︷
e1 ⊗ . . .⊗ e1) , (H.487)

e
(j)
1 =

»
(2j)!S2j(e

2j−1
1 ⊗ e2) =

»
(2j)!S2j(

2j−1 times︷ ︸︸ ︷
e1 ⊗ . . .⊗ e1⊗e2) ,

...

e
(j)
k =

»
(2j)!S2j(e

2j−k
1 ⊗ ek2) ,

...

e
(j)
2j =

»
(2j)!S2j(e

2j
2 )} ,

where S2j is the symmetrisation map. We can regard the basis vectors as homogeneous polynomials

of degree 2j in e1 and e2 with e.g.

e
(2)
1 = e31e2 . (H.488)

1. What is the range of k in eq. (H.487).

Solution. k = 0, . . . , 2j .

2. Compute the action of SU(2) on Vj by evaluating g(e
(j)
k ).

Solution. We have

g(e
(j)
k ) = (g(e1))

2j−k(g(e2))
k = (ae1 + be2)

2j−k(−b̄e1 + āe2)
k

=
2j−k∑
m=0

(
2j − k

m

)
(ae1)

2j−k−m(be2)
m

k∑
l=0

(
k

l

)
(−b̄e1)k−l(āe2)

l

=
2j−k∑
m=0

k∑
l=0

(
2j − k

m

)(
k

l

)
(a)2j−k−m(b)m(−b̄)k−l(ā)l e

2j−(m+l)
1 em+l

2︸ ︷︷ ︸
e
(j)
m+l

.

(H.489)

If we relabel m+ l = p, in the double sum above p takes values from p = 0, . . . , 2j and we can

write

g(e
(j)
k ) = (D(j))pke

(j)
p , (H.490)

so we have a (irreducible) representation of ρ : SU(2) → GL(Vj) with D(j) ∈ GL(Vj).

3. We now define the normalized spinors as the basis of Vj,

|jm⟩ = ϵ(j)m =
ej+m
1 ej−m

2»
(j +m)! (j −m)!

, (H.491)
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where ej+m
1 ej−m

2 denotes the symmetrized product and m = j − k. What is the range of m?

Solution. Since k = 0, 1, . . . , 2j we have m = −j, ,−j + 1, . . . , j, which we are more used

to in physics.

4. Consider now the case, where the basis is not chosen as eigenstates of Jz, but as an Eigenstate

of Jn⃗. How would you go about relating the symmetric tensors |jmz⟩ and |jmn⃗⟩? Do not do

the computation, just outline the approach.

Solution. We would either find the eigenvectors of n⃗S⃗, which are the eigenstates |jmn⃗⟩
or alternatively obtain them by rotating e1 and e2 with

e′i = exp

Ç
−iϕ

2
σ2

å
exp

Ç
−iψ

2
σ3

å
ei . (H.492)

So the eigenstates |jmn⃗⟩ and |jmz⟩ are simply related by a SU(2) transformation and with our

previous computation (H.490) we can immediately obtain the transformed symmetric spinor

by plugging in a, ā, b, b̄.

We now want to demonstrate unitarity. We consider the standard basis of C2 and u = (u1, u2) ∈ C2

with u = u1e1 + u2e2. We have the usual inner product,

(u, v) = u1v̄1 + u2v̄2 . (H.493)

The vector 1/
»
(2j)!

2j times︷ ︸︸ ︷
u⊗ · ⊗ u in the tensor space C2 ⊗ · · · ⊗ C2 then projects on u(j) ∈ V(j) with

components along ϵ
(j)
i ,

(u(j))0 =
(u1)2j»
(2j)!

, (u(j))1 =
(u1)2j−1(u2)»

(2j − 1)!
, . . . , (uj)(2j) =

(u2)2j»
(2j)!

, (H.494)

and the induced inner product,

(u(j), v(j)) =
2j∑
k=0

(u(j))k(v̄(j))k , (H.495)

on Vj. Under g ∈ SU(2), u(j) transforms as

(u(j))k → ((u(j))′)k =
1»

(2j − k)! k!
((u′)1)2j−k((u′)2)k

=
1»

(2j − k)! k!
(au1 − b̄u2)2j−k(bu1 + āu2)k . (H.496)

1. Show ((u(j))′, (v(j))′) = (u(j), v(j)): the (2j+1)-dimensional representation of SU(2) on Vj, spec-

ified by the basis (H.487) is unitary.
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Solution. We consider

(2j)!
Å
(u(j))′, (v(j))′

ã
=

2j∑
k=0

((u(j))′)k((v̄(j))′)
k

= (2j)!
2j∑
k=0

1»
(2j − k)! k!

((u′)1)2j−k((u′)2)k
1»

(2j − k)! k!
((v′)1)2j−k((v′)2)k

=
2j∑
k=0

(
2j

k

)Å
(u′)1((v′)1)

ã2j−kÅ
(u′)2((v′)2)

ãk
=
Å
(u′)1(v′)1 + (u′)2(v′)2

ã2j
(unitarity of g) =

Å
(u)1(v)1 + (u)2(v)2

ã2j
= (2j)!

Å
(u(j)), (v(j))

ã
. (H.497)

So the irreducible (2j + 1)-dimensional representation of SU(2) on V(j) is indeed unitary.

Consider now

((uj)′)m =
Ä
D(j)

äm
m′ (u

j)m
′
, (H.498)

where again m = j − k such that

(uj)m =
1»

(j +m)! (j −m)!
(u1)j+m(u2)j−m . (H.499)

1. Compute
Ä
D(j)

äm
m′ . What is the representation space?

Solution. The vector with the components (uj)m is a vector in the linear space of homo-

geneous polynomial of degree 2j in C2 (see the definition of (uj)m). The computation of the

group action is

((uj)′)m =
1»

(j +m)! (j −m)!
((u1)′)j+m((u2)′)j−m

=
1»

(j +m)! (j −m)!
(au1 − b̄u2)j+m((bu1 − āu2))j−m

=
1»

(j +m)! (j −m)!

j+m∑
p=0

(
j +m

p

)
(au1)j+m+p(−b̄u2)p

j−m∑
q=0

(
j −m

q

)
(bu1)j−m−q(−āu2)q

=
j+m∑
p=0

j−m∑
q=0

»
(j +m)! (j −m)!

(p)! (j +m− p)! q! (j −m− q)!
(−1)paj+m−p(b̄)pbj−m−q(ā)q(u1)2j−(p+q)(u2)(p+q) .

(H.500)

However, we want to have an action which is

((uj)′)m =
Ä
D(j)

äm
m′ (u

j)m
′
=
Ä
D(j)

äm
m′

Å 1»
(j +m′)! (j −m′)!

(u1)j+m′
(u2)j−m′

ã
, (H.501)
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so we need to find a index shift in (H.500), such that the exponents are (j+m′), (j−m′). The

obvious choice is m′ = j− (p+ q), where m′ ranges over the (2j +1) values j, j− 1, . . . ,−j. So
we find

((uj)′)m =
j+m∑
p=0

j−m∑
q=0

»
(j +m)! (j −m)! (j +m′)! (j −m′)!

p! (j +m− p)! (j −m′ − p)! (p+m′ −m)!
(−1)p

×aj+m−p(b̄)pbj−m−q(ā)q
Å 1»

(j +m′)! (j −m′)!
(u1)j+m′

(u2)j−m′
ã
. (H.502)

This representation however is still not optimal, since we would need to find for a given m′ all

the p, q-combinations which fulfil m′ = j − (p + q). Therefore let us rewrite the double sum
j+m∑
p=0

j−m∑
q=0

as a sum in m′:
j∑

m′=−j

p̃max∑
p=p̃min

. To get the summation bounds we look at m′ = j− (p+ q)

or equivalently p = j−m′− q. At the maximum value of q, qmax = j−m, we have p = m−m′.

However, if m − m′ < 0, this is not a allowed value of p, since p ≥ 0. So we have the lower

summation bound of p is max(0,m − m′). To find the upper summation bound, we look at

the minimum value of q, qmin = 0, for which p = j −m′. So the upper summation bound of

p = min(j −m′, j +m), where the min is taken to prevent the case j −m′ > j +m, which is

not within the summation range of p. This means our transformation is

((uj)′)m =
j∑

m′=−j

min(j−m′,j+m)∑
p=max(0,m−m′)

(−1)p
»
(j +m)! (j −m)! (j +m′)! (j −m′)!

p! (j +m− p)! (j −m′ − p)! (p+m′ −m)!

×aj+m−p(ā)j−m′−p(b̄)pbp+m′−m(uj)m
′
, (H.503)

which tells us thatÄ
D(j)

äm
m′ =

min(j−m′,j+m)∑
p=max(0,m−m′)

(−1)p
»
(j +m)! (j −m)! (j +m′)! (j −m′)!

p! (j +m− p)! (j −m′ − p)! (p+m′ −m)!
aj+m−p(ā)j−m′−p(b̄)pbp+m′−m ,

(H.504)

are the matrix elements of the unitary representation.

2. Evaluate D(1/2) and D(1). Are these matrices unitary as expected?

Solution. We can simply apply our formula (H.504) to the case j = 1/2,

(D( 1
2
))

1
2
1
2

= a, (D( 1
2
))

− 1
2

1
2

= b, (D( 1
2
))

1
2

− 1
2

= −b̄, (D( 1
2
))

− 1
2

− 1
2

= ā , (H.505)

and we find

D( 1
2
) =

Ñ
a b

−b̄ ā

é
= g , (H.506)

as expected.
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For the case j = 1 we find

D(1) =

á
(D(1))11 (D(1))01 (D(1))−1

1

(D(1))10 (D(1))00 (D(1))−1
0

(D(1))1−1 (D(0))0−1 (D(1))−1
−1

ë
=

á
a2

√
2ab b2

−
√
2ab̄ |a|2−|b|2

√
2āb

b̄2 −
√
2āb̄ ā2

ë
. (H.507)

and unitarity as well as det
Ä
D(1)

ä
= 1 can easily be verified. (see e.g. notebook enclosed in the

Tutorials.)

3. For the rotation around the x-axisR2 = exp

Ç
−iθ

2
σ2

å
one has (D(ℓ))m0 (θ) =

Ã
(ℓ+ |m|)!
(ℓ− |m|)!

Pm
ℓ (cos θ),

where Pm
ℓ (cos θ) is the associated Legendre polynomial used for spherical harmonics. Verify it

for the case j = 1. What happens for a rotation around the z-axis?

Solution. We compute

R2 = exp

Ç
−iθ

2
σ2

å
=

á
cos

Ç
θ

2

å
− sin

Ç
θ

2

å
sin

Ç
θ

2

å
cos

Ç
θ

2

å ,

ë
(H.508)

so

a = cos

Ç
θ

2

å
, b = − sin

Ç
θ

2

å
, (H.509)

and

(D(1))10 =
√
2 cos

Ç
θ

2

å
sin

Ç
θ

2

å
=

sin(θ)√
2

,

(D(1))00 = sin2

Ç
θ

2

å
− cos2

Ç
θ

2

å
= cos(θ) ,

(D(1))−1
0 = −

√
2 cos

Ç
θ

2

å
sin

Ç
θ

2

å
= cos(θ) = −sin(θ)√

2
. (H.510)

The differential equation for the associated Legendre polynomials is

sin(θ)
∂

∂θ

Ç
sin(θ)

∂f(θ)

∂θ

å
f(θ)

+ j(j + 1) sin2(θ)−m2 = 0 , (H.511)
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and we check the claim by plugging in our solutions,

j = 1,m = 1,
sin(θ)

∂

∂θ

Ç
sin(θ)

∂ sin(θ)

∂θ

å
sin(θ)

+ (1 + 1) sin2(θ)− 12

= sin2(θ) + cos2(θ)− 1 = 0 ,

j = 1,m = 0
sin(θ)

∂

∂θ

Ç
sin(θ)

∂ cos(θ)

∂θ

å
cos(θ)

+ (1 + 1) sin2(θ)− 02 = 0 ,

j = 1,m = −1 −
sin(θ)

∂

∂θ

Ç
sin(θ)

∂(− sin(θ))

∂θ

å
sin(θ)

+ (1 + 1) sin2(θ)− (−1)2

= sin2(θ) + cos2(θ)− 1 = 0 . (H.512)

For a rotation around the z-axis with

R3 = exp

Ç
−iϕ

2
σ3

å
=

Ñ
e−

iϕ
2 0

0 e
iϕ
2

é
, (H.513)

we have

a = e−
iϕ
2 , b = 0 , (H.514)

and one will get

(D(j)(R3))mm′ = δmm′ exp(−imϕ) , (H.515)

which means we can generate the spherical harmonics.

H.41 qq̄ → gg with massive quarks

Consider the process in fig. H.16 for a massive quark-antiquark pair and two opposite helicity gluons.

Recall that for massive particles the property of being a helicity eigenstate is frame-dependent. We

have extended the formalism derived for massless particles in the following way paȧ = (p · σ̄)aȧ =

λIa(p)λ̃ȧ,I(p) with I index for the representation of SU(2) of spin 1/2.

1. Compute the amplitude using the massive spinor-helicity formalism.

2. Verify that in the massless limit you obtain the Parke-Taylor formula for qq̄ → gg.

Hint As a first step, write the amplitude with the Feynman rules passing by the Dirac spinors of

the form

uI(p) =

Ñ
λ̃ȧ,I

λIa

é
. (H.516)
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The amplitude will be M(1I , 2J , 3−, 4+) ∼ ūI(p1) · · · vJ(p2).

Hint Choose the polarisation vectors as ϵ∗(p3, p4), ϵ
∗(p4, p3).

1I,i

2J,j

3−, a

4+, b

1I,i

2J,j

4+, b

3−, a

1I,i

2J,j

3−, a

4+, b

Figure H.16: Relevant diagrams for qq̄ → gg.

Solution. For brevity in the following we denote ϵ∗ as ϵ. We denote by i, j, k the colour

indices in the fundamental representation, a, b the colour indices in the adjoint representation and

I, J the little group indices for the spin 1/2 representation of SU(2). We can use the results of

sec. H.12 and write the amplitude as

iM4(1
I
q , 2

J
q̄ , 3, 4) =

Ç
ig√
2

å2

ūIi (p1)

®
(T a3T a4)ij

Ç
/ϵ(p3)

i( /p1 + /p3 +m)

s13 −m2
/ϵ(p4) (H.517)

+
−i
s12

î
2/ϵ4(p4 · ϵ3)− 2/ϵ3(p3 · ϵ4) + (/p3 − /p4)(ϵ3 · ϵ4)

óå
+ (T a4T a3)ij

Ç
/ϵ(p4)

i( /p1 + /p4 +m)

s14 −m2
/ϵ(p3)

+
i

s12

î
2/ϵ4(p4 · ϵ3)− 2/ϵ3(p3 · ϵ4) + (/p3 − /p4)(ϵ3 · ϵ4)

óå´
vJ,j(p2) .

The same reasoning about colour ordering holds also here (the part proportional to (T a3T a4) is equal

to the part proportional to (T a4T a3) under the swap of 3 with 4) and we only need to calculate one

colour-stripped amplitude, that we choose to be A4(1
I , 2J , 3−, 4+).. We set the polarisation vectors

to ϵ(p3, p4), ϵ(p4, p3) and the amplitude becomes

i A4(1
I
q , 2

J
q̄ , 3

−
g , 4

+
g ) =

Ç
i√
2

å2

ūI(p1)

Ç
/ϵ−(3, 4)

i( /p1 + /p3 +m)

s13 −m2
/ϵ+(4, 3)

å
vJ(p2). (H.518)

Since the two-components Weyl spinors (at fixed I) of uI live in different spaces, in bra-ket notation

uI(p) ∼
∣∣∣pI∂+ |pI ]. Moreover, we use

γ · ϵ+(p, k) =
√
2

⟨kp⟩
(∣∣∣p−∂̈ k−∣∣∣+ ∣∣∣k+∂̈ p+∣∣∣) (H.519)

ϵ−µ (p, k)γ
µ = −

√
2

[kp]

(∣∣∣k−∂̈ p−∣∣∣+ ∣∣∣p+∂̈ k+∣∣∣) . (H.520)

The products with m in the numerator involve /ϵ−(3, 4)/ϵ+(4, 3) = 0. The products with /p3 involve
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/ϵ−(3, 4) /p3/ϵ
+(4, 3) = 0. We are left with

i A4(1
I
q , 2

J
q̄ , 3

−
g , 4

+
g ) =

Ç
i√
2

å2 2i

⟨34⟩[43](s13 −m2)

(¨
1I,−

∣∣∣+ ¨1I,+∣∣∣)
×
(∣∣∣4−∂̈ 3−∣∣∣+ ∣∣∣3+∂̈ 4+∣∣∣) /p1 (∣∣∣4−∂̈ 3−∣∣∣+ ∣∣∣3+∂̈ 4+∣∣∣) (∣∣∣2J,−∂+ ∣∣∣2J,+∂)

=
−i

s34(s13 −m2)

(¨
1I,−

∣∣∣+ ¨1I,+∣∣∣)
×
(∣∣∣4−∂ ⟨31K⟩[1K4] ¨3−∣∣∣+ ∣∣∣3+∂ [41K ]⟨1K3⟩ ¨4+∣∣∣) (∣∣∣2J,−∂+ ∣∣∣2J,+∂)

=
−i⟨31K⟩[1K4]
s34(s13 −m2)

Ä
−⟨31I⟩[42J ]− [41I ]⟨32J⟩

ä
(H.521)

Now we turn to the limit m → 0. We want to see how massive amplitudes for particles with spin

decompose into the different helicity components in the massless limit. To do so, it is convenient to

expand λIa in a basis of two-dimensional vectors ζ+ = (1, 0)T , ζ− = (0, 1)T in the little-group space,

as we did in the lecture,

λIa(p) = λa(p)(ζ
+)I + ηa(p)(ζ

−)I , (H.522)

λ̃Iȧ(p) = λ̃ȧ(p)(ζ
−)I − η̃ȧ(p)(ζ

+)I , (H.523)

Hence we find

iA4(1
I
q , 2

J
q̄ , 3

−
g , 4

+
g ) =

iλa(3)λKa (1)λ̃K,ḃ(1)λ̃
ḃ(4)

s34(s13 −m2)

Ä
λ̃ċ(4)ϵ

ċėλ̃Jė (2)λ(3)
dλId(1) + λ̃ċ(4)ϵ

ċėλ̃Iė(1)λ(3)
dλJd (2)

ä
(H.524)

first note that

λKa (1)λ̃K,ḃ(1) = λa(1)λ̃ḃ(1) + ηa(1)η̃ḃ(1) −−−→m→0
λa(1)λ̃ḃ(1) (H.525)

then you look at all components of AIJ ,

• I = 0, J = 0 Ä
−λ̃ċ(4)ϵċėη̃ė(2)λ(3)dλd(1)− λ̃ċ(4)ϵ

ċėη̃ė(1)λ(3)
dλd(2)

ä
−−−→
m→0

0 (H.526)

• I = 0, J = 1Ä
+λ̃ċ(4)ϵ

ċėλ̃ė(2)λ(3)
dλd(1)− λ̃ċ(4)ϵ

ċėη̃ė(1)λ(3)
dηd(2)

ä
−−−→
m→0

λ̃ċ(4)ϵ
ċėλ̃ė(2)λ(3)

dλd(1) (H.527)

• I = 1, J = 0Ä
−λ̃ċ(4)ϵċėη̃ė(2)λ(3)dηd(1) + λ̃ċ(4)ϵ

ċėλ̃ė(1)λ(3)
dλd(2)

ä
−−−→
m→0

λ̃ċ(4)ϵ
ċėλ̃ė(1)λ(3)

dλd(2) (H.528)
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• I = 1, J = 1 Ä
λ̃ċ(4)ϵ

ċėλ̃ė(2)λ(3)
dηd(1) + λ̃ċ(4)ϵ

ċėλ̃ė(1)λ(3)
dηd(2)

ä
−−−→
m→0

0 (H.529)

where we used that λi scales with
»
Ei + |p⃗i| (and, by the way, is denoted in the same way as the

corresponding spinor for massless particles because they are equal in the high energy limit) and ηi

scales with
»
Ei − |p⃗i| and therefore vanishes in the high energy limit. Finally one should find

M
Ä
1Ii , 2

J,j, 3−, 4+
ä
−→
m→0

ig2
[

(T a3T a4)ij
⟨12⟩⟨24⟩⟨43⟩⟨31⟩

+
(T a4T a3)ij

⟨12⟩⟨23⟩⟨34⟩⟨41⟩

]Ñ
0 ⟨13⟩⟨23⟩3

−⟨13⟩3⟨23⟩ 0

é
.

(H.530)

H.42 qq̄ → (n−2) gluons with massive quarks and all positive-

helicity gluons

Prove by induction the following closed-form formula [61] for the n-point colour-stripped amplitude

for qq̄ → (n− 2) gluons with massive quarks and all positive-helicity gluons,

iAn

Ä
1Iq , 3

+
g , 4

+
g , . . . , n

+
g , 2

J
q̄

ä
=

im
¨
1I2J

∂ [
3
∣∣∣∏n−2

j=3

{
/P 1,j/pj+1

+ (s13...j −m2)
}∣∣∣n]

(s13 −m2) (s134 −m2) . . .
Ä
s13...(n−1) −m2

ä
⟨34⟩⟨45⟩ . . . ⟨n− 1 | n⟩

.

(H.531)

1. For the first induction step, derive the expression for n = 4.

Solution. We can redo the same steps of the previous exercise and find

iA4(1
I , 2J , 3+, 4+) =

im⟨1I2J⟩[34]
(s13 −m2)⟨34⟩

. (H.532)

2. In order to prove n− 1 =⇒ n, use on shell recursion relations with the following shift on the

gluonic momenta,

∣∣∣÷n− 1
]
= |n− 1]− z |n] , (H.533)

|n̂⟩ = |n⟩+ z |n− 1⟩ (H.534)

assuming that with this shift An(z) → 0 as z → ∞.

Hint The 3-point colour-ordered amplitude with ϵ(3, q) as polarization vector of the gluon
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takes the form,

iM3(1
I,i, 2Jj , 3

+) = −
ig(T a3)ij√
2m⟨3q⟩

⟨1I2J⟩ [3| /p1 |q⟩ (H.535)

iM3(1
I,i, 2Jj , 3

−) =
ig(T a3)ij√
2m[3q]

[1I2J ] ⟨3| /p1 |q] (H.536)

Write Mn ∼
(

ig√
2

)n−2
(T · · ·T )An and work out the recursion relation only for the colour-

stripped An, starting from A4(1
I
q , 2

J
q̄ , 3

+
g , 4

+
g ).

Solution. Here we are dealing with colour-stripped partial amplitudes, the order of the

labels of the gluons in An is the same as their order in the corresponding subamplitudes on

the r.h.s. of the recursion relation. Moreover, the contributions to the r.h.s. can come from

residues of simple poles resulting from an internal propagator going on shell. Here, the internal

propagator could be either a gluon propagator or a massive quark propagator. We claim that,

in the latter case, the BCFW relations look like

An(p1, · · · , pn) =
∑
k

∑
h=states

propagating
particle

Ak+1(p1, · · · , p̂i, · · · ,−“P h
1,k)

1

P 2
1,k −m2

An−k+1(“P−h
1,k , pk+1, · · · , p̂i, · · · , pn).

(H.537)

The sum of the residues on the r.h.s. of the recursion relation is over partitions of the external

particles, but also over all internal states (helicity, mass, etc.), because one needs to sum over all

possible on-shell states of the intermediate particle. It might be confusing at first sight the fact

that the standard recursion relation has the intermediate propagator of the form 1/(p2 −m2)

because the fermion propagator is like 1/p not 1/p2. We recover the correct scaling of the

internal fermion propagator when we sum over all of the spin states of the internal propagating

particle,

∑
s

Ak+1(p1, · · · , p̂i, · · · ,−“P s
(q);1,k)

1

P 2
1,k −m2

An−k+1(“P−s
(q̄);1,k, pk+1, · · · , p̂i, · · · , pn)

= Ak+1(p1, · · · , p̂i, · · · ,−“P ∗
1,k)

/P 1,k +m

P 2
1,k −m2

An−k+1(“P ∗
1,k, pk+1, · · · , p̂i, · · · , pn) (H.538)

where P ∗ indicates the external spinor wave-function has been stripped off this amplitude,

and we used the conventional spin sums, (up to coefficients in front coming from analytic

continuation of the spinor with the negative momentum):

∑
s=1,2

us(p)ūs(p) = /p+m, (H.539)

∑
s=1,2

vs(p)v̄s(p) = /p−m. (H.540)

Next, each diagram is associated with a particular value for the complex parameter z, which

can again be found via the condition that the internal propagator is on shell, i.e. for massive
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particles we need the solution z = zk to the equation P̂ 2(z)−m2 = 0. Since P̂ (z)µ = P µ− zqµ,

the pole is at

zk =
P 2 −m2

2P · q
.

If we use the spinor-helicity formalism with little group indices, the sum over all spin states of

H.538 is performed as a sum over all possible values of the little group indices. Of course, the

original amplitude did not carry the extra little group index of the massive intermediate particle

produced in the factorization sum and that is why the extra little group indices are contracted

in such a way to create a SU(2) invariant (i.e. if you have −P̂K in one subamplitude, then P̂K

is in the other). Finally, P̂ (z) only depends on z if the shifted momenta belong to opposite sides

from the internal propagator going on shell, so the only contributions to the on-shell relation

with this shift are:

iAn(1
I , 3+, 4+, · · · , n+, 2J) = iAn−1(1

I , 3+, 4+, · · · , (÷n− 1)+,−p̂Kn2)
i

sn2 −m2
iA3(p̂n2;K , n̂

+, 2J)

+
∑
h

iA3((n− 2)+, (÷n− 1)+,−P̂−h
n−1,n−2)

i

s(n−2)(n−1)

iAn−1(1
I , 3+, 4+, · · · , (n− 3)+, P̂+h

n−1,n−2, n̂, 2
J) ,

(H.541)

(with pij := pi + pj). We start by considering the second term. Firstly, we note that only the

contribution h = + remains. Next, the value of z at which we evaluate the residue is

z =
[n− 2|n− 1]

[n− 2|n]
(H.542)

so

[n− 2|÷n− 1] = [n− 2|n− 1]− [n− 2|n− 1]

[n− 2|n]
[n− 2|n] = 0 (H.543)

and therefore iA3((n− 2)+, (÷n− 1)+,−P̂−
n−1,n−2) = 0. For the remaining contribution in eq. H.541

we can use the induction hypothesis for n− 1, and we get

An

Ä
1I , 3+, . . . , n+, 2J

ä
=
i
¨
1I | −p̂Kn2

∂ [
3
∣∣∣∏n−3

j=3

{
/P 1,j/pj+1

+ (s13...j −m2)
}∣∣∣÷n− 1

] ¨
p̂n2;K2

J
∂
[n|/̂pn2|q⟩

(s13 −m2) . . .
Ä
s13....(n−2) −m2

ä
(s2n −m2) ⟨34⟩ . . . ⟨n− 2 | n− 1⟩⟨n̂q⟩

(H.544)

where q is the reference of the polarization vector of the gluon in the 3-point amplitude eq. H.535,

and we are free to set q = pn−1. In the numerator you have

[n|/̂pn2|n− 1⟩ = [n|
Ä
/pn2 + z/q

ä
|n− 1⟩ = ⟨n− 1|/p2|n],

where this time qµ is the momentum of the shift and we used that either /q = λn−1λ̃n or
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/q = λnλ̃n−1, and here [n|/q|n− 1⟩ = 0, together with [n|/pn|n− 1⟩ = 0. So we write

iAn

Ä
1I , 3+, . . . , n+, 2J

ä
=
im
¨
1I2J

∂ [
3
∣∣∣∏n−3

j=3

{
/P 1,j/pj+1

+ (s13...j −m2)
}∣∣∣÷n− 1

]
⟨n− 1|/p2|n]

(s13 −m2) . . .
Ä
s13...(n−1) −m2

ä
⟨34⟩ . . . ⟨n− 2 | n− 1⟩⟨n− 1 | n⟩

,

(H.545)

where we used that ¨
1I | −p̂Kn2

∂ ¨
p̂n2;K2

J
∂
= m

¨
1I2J

∂
, (H.546)

this can be seen using the Schouten identity (1.53), ⟨pk⟩⟨qv⟩+⟨pq⟩⟨vk⟩+⟨pv⟩⟨kq⟩ = 0, together

with antisymmetry of the SU(2) contraction, in the following way. First, suppose

| −p̂Kn2⟩ = a | p̂Kn2⟩

with a ∈ C, with |a|2 = 1, some coefficient resulting from analytic continuation as usual. Then¨
1I | −p̂Kn2

∂ ¨
p̂n2;K2

J
∂
= a

¨
1I p̂Kn2

∂ ¨
p̂n2;K2

J
∂
= a

Ä
−
¨
1I p̂n2K

∂ ¨
2J p̂Kn2

∂
−
¨
1I2J

∂ ¨
p̂Kn2p̂n2K

∂ä
(H.547)

so:

a
¨
1I p̂Kn2

∂ ¨
p̂n2;K2

J
∂
− a

¨
1I p̂n2K

∂ ¨
p̂Kn22

J
∂
= −a

Ä
−
¨
1I p̂Mn2

∂ ¨
p̂Nn22

J
∂
+
¨
1I p̂Nn2

∂ ¨
p̂Mn22

J
∂ä
ϵNM

= −2a
¨
1I p̂Nn2

∂ ¨
p̂Mn22

J
∂
ϵNM = 2a

¨
1I p̂Kn2

∂ ¨
p̂n2;K2

J
∂

= 2
¨
1I | −p̂Kn2

∂ ¨
p̂n2;K2

J
∂

= −a
¨
1I2J

∂ ¨
p̂Kn2p̂n2K

∂
= −a

¨
1I2J

∂
mδKK

= −2am
¨
1I2J

∂
. (H.548)

If we choose a = −1, we will obtain the correct sign in eq. (H.545). Next, the r.h.s. is evaluated

at

z = − (p2 + pn)
2 −m2

⟨n− 1| /p2 + /pn |n]
= −p

2
2 −m2 + 2p2 · pn + p2n

⟨n− 1| /p2 |n]
= −2⟨n2M⟩[2Mn]

⟨n− 1| /p2 |n]
= −

⟨n| /p2 |n]
⟨n− 1| /p2 |n]

(H.549)
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and in the numerator you find

∣∣∣÷n− 1
]
⟨n− 1|/p2|n] =

(
|n− 1] +

⟨n| /p2 |n]
⟨n− 1| /p2 |n]

|n]
)
⟨n− 1|/p2|n]

= |n− 1] ⟨n− 1|/p2|n] + |n] ⟨n| /p2 |n]

= /pn(n−1)/p2|n]

=
(
/p(n−1)

+ (−/pn−1
− /p2 − /p13···(n−2)

)
)
/p2|n]

=
(
−/p2/p2 − /p13···(n−2)/p2

)
|n]

=
(
−m2 − /p13···(n−2)

(
−/p13···(n−2)

− /pn−1
− /pn

))
|n]

=
(
/p13···(n−2)/pn−1

+ (s13···(n−2) −m2)
)
|n] , (H.550)

where we used repeatedly momentum conservation, /pn|n] = 0 and /p/p = p21. This completes

the proof.

H.43 Linear relations among scattering equations

For f(zi, p) =
∑
j ̸=i

2pi · pj
zi − zj

prove that
n∑

i=1

zmi fi(z, p) = 0 for m = 0, 1, 2.

Solution. We have

m = 0 :
n∑

i=1

f(zi, p) =
∑
i

∑
j ̸=i

2pi · pj
zi − zj

= 0 , (H.551)

because of the antisymmetry of the denominators.

The case m = 1 is

m = 1 :
n∑

i=1

zif(zi, p) =
n∑

i=1

∑
j ̸=i

((zi − zj) + zj)
2pi · pj
zi − zj

=
∑
i

∑
j ̸=i

2pipj︸ ︷︷ ︸
piµ
∑

j ̸=i
pµj =−p2i=0

+
∑
i

∑
j ̸=i

zj
2pi · pj
zi − zj︸ ︷︷ ︸
=:f(i,j)

(relabel i↔ j) =
∑
i

∑
j ̸=i

zif(j,i)

(f(j,i) = −f(i,j)) = −
∑
i

∑
j ̸=i

zif(i,j)

= −
n∑

i=1

zif(zi, p) . (H.552)
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The case m = 2 is

m = 2 :
n∑

i=1

z2i f(zi, p) =
n∑

i=1

∑
j ̸=i

(zi)
22pi · pj
zi − zj

=
∑
i=1

∑
j ̸=i

((zi)
2 − (zj)

2)
2pi · pj
zi − zj

+

as above:−
∑n

i=1
z2i f(zi,p)︷ ︸︸ ︷∑

i=1

∑
j ̸=i

(zj)
22pi · pj
zi − zj

=
∑
i=1

∑
j ̸=i

(zi + zj)(2pi · pj)−
n∑

i=1

z2i f(zi, p)

= 2
∑
i=1

zi
∑
j ̸=i

(2pi · pj)︸ ︷︷ ︸
=−2p2i=0

−
n∑

i=1

z2i f(zi, p)

= −
n∑

i=1

z2i f(zi, p) . (H.553)

H.44 PSL(2,C) invariance of scattering equations

Show that if (z1, . . . , zn) is a solution of the scattering equations, also (z′1, . . . , z
′
n) with

z′ =
az + b

cz + d
, {a, b, c, d ∈ C | ad− bc = 1} , (H.554)

is a solution.

Solution. We have:

z′i − z′j =
(azi + b)(czj + d)− (azj + b)(czi + d)

(czi + d)(czj + d)
=

=1︷ ︸︸ ︷
(ad− bc)(zi − zj)

(czi + d)(czj + d)
, (H.555)

and can write the inverse as

1

z′i − z′j
=

(czi + d)

zi − zj
(czi + d− c(zi − zj)) =

(czi + d)2

zi − zj
− c(czi + d) . (H.556)

We set x = (czi + d)2 and y = −c(czi + d) where x and y do not depend on zj. Then

∑
j ̸=i

2pi · pj
z′i − z′j

=
∑
j ̸=i

2pi · pj
zi − zj

x+
∑
j ̸=i

2pi · pjy , (H.557)

where the first term vanishes because (z1, . . . , zn) is a solution of the scattering equation and the

second term vanishes because of momentum conservation and on-shellness,

2y piµ
n∑

j=1,j ̸=i

pµj = −2yp2i = 0 , (H.558)

which proves the statement.
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H.45 The PSL(2,C)-invariant function U(z, p)

Let us consider the PSL(2,C)-invariant function,

U(z, p) =
∏
j<k

(zj − zk)
2pjpk . (H.559)

Show that U−1∂ziU = fi(z, p)

Solution. First notice that
∏
j<k

can be written as
n−1∏
j=1

n∏
k=j+1

or
n−1∏
k=1

k−1∏
j=1

. So we have

∂ziU = ∂zi
∏
j<k

(zj − zk)
2(pipj)

=
n∏

k=i+1

2(pipj)

zi − zk
U −

i−1∏
j=1

2(pipj)

zj − zi
U

=
∑
j ̸=i

2(pipj)

zi − zj
U

= fi(z, p)U . (H.560)

H.46 Infinitesimal Möbius transformations

Parametrize the Möbius transformations z 7→ g(z) =
az + b

cz + d
through a parameter t ∈ [0, 1] such that

for t = 0 a = d = 1 and b = c = 0 and g0(z) = z. Compute an infinitesimal Möbius transformation

δg(z) = δz considering an infinitesimal shift on the entries of the Möbius transformation.

Solution.

δg(z) =
(δaz + δb)(cz + d)− (az + b)(δcz + δb)

(cz + d)2

∣∣∣∣
t=0

= δaz + δb− z(δcz + δd)

= −δcz2 + (δa− δd)z + δb = δz . (H.561)

H.47 The Pfaffian and the three- and four-gluon amplitudes

Consider the 2n× 2n antisymmetric matrix,

Ψ =

Ñ
A −CT

C B

é
, (H.562)
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with

Aab =


2(papb)

zab
a ̸= b

0 a = b
Bab =


2(ϵaϵb)

zab
a ̸= b

0 a = b
Cab =


2(ϵapb)

zab
a ̸= b

−
n∑

j=1,j ̸=a

2(ϵapj)

zaj
a = b

(H.563)

where ϵa = ϵ(pa) are the polarization vectors and zab = za− zb. Show that the Pfaffian of Ψ vanishes.

i) Show that the Pfaffian of Ψ vanishes on the scattering equations.

Solution. We see that the sum of all rows of the matrix −CT is identically 0, whereas the

sum of all rows of A gives the scattering equations. That means, on the solutions of the scat-

tering equations the rows of the matrix (A,−CT ) are linearly dependent and the determinant

and therefore the Pfaffian of Ψ vanishes.

Consider the three-gluon amplitude, A(1λ1 , 1λ2 , 1λ3).

ii) Compute the polarization factor,

E(p, ϵ, z) =
(−1)i+j

2n/2zij
PfΨij

ij , (H.564)

and verify, that it has at most logarithmic singularities in zij.

Solution. For this and the following exercises for the four-gluon amplitude, you can use the

Mathematica notebook enclosed in the Tutorials to verify the computation and try out different

expressions.

We have

E(p, ϵ, z) =
(−1)3

23/2z12
PfΨ12

12

=

√
2 (ϵ1 · ϵ3p3 · ϵ2 − ϵ2 · ϵ3p3 · ϵ1)

z1,2z1,3z2,3
−

√
2ϵ1 · ϵ2 (z1,3p2 · ϵ3 + z2,3p1 · ϵ3)

z21,2z1,3z2,3

=

√
2 (ϵ1 · ϵ2p1 · ϵ3 + ϵ1 · ϵ3p3 · ϵ2 − ϵ2 · ϵ3p3 · ϵ1)

(z1 − z2) (z1 − z3) (z2 − z3)

=

√
2 (ϵ1 · ϵ2p1 · ϵ3 + ϵ1 · ϵ3p3 · ϵ2 + ϵ2 · ϵ3p2 · ϵ1)

(z1 − z2) (z1 − z3) (z2 − z3)
. (H.565)

To go from the second to the third line we used momentum conservation ϵ3 ·p2 = −ϵ3 ·p1. Only

once we impose it, we see the singularity structure is manifestly logarithmic. If we furthermore

use −p3 ·ϵ1 = p2 ·ϵ1, we can make the solution manifestly cyclic invariant (this is always possible,

if no reference vector is specified).

iii) Compute the three-gluon form factor and verify that it indeed is independent on the zi.
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Solution. We have

J(z, p) = z21,2z
2
1,3z

2
2,3 , (H.566)

C(σ, z) = − 1

z1,2z1,3z2,3
, (H.567)

and see that the complete z-dependence will cancel and we are left with the three-gluon vertex.

We now want to compute the MHV-amplitude A(1−, 2−, 3+, 4+) with the CHY-formalism.

iv) Compute the polarization factor and verify that it is has at most single poles.

Hint Depending on the reduced Pfaffian you choose for the polarization factor, a specific

choice of the reference vectors of your polarizations will make the expression tangible.

Solution. We choose to compute the polarization factor4,

E(p, ϵ, z) =
(−1)3

4z12
PfΨ12

12 . (H.568)

Since we want to remove the first and second row and column, we will have to deal with the

non-trivial C33 and C44. To make them simpler, we choose the polarizations ϵ−(1, 2), ϵ−(2, 1),

ϵ+3 (3, 1) and ϵ
+
4 (4, 1). This will make the products ϵ+(i, 1)p1 = ϵ+(i, 1)ϵ−(1, j) = 0 vanish and

simplifies the computation. We find

E(p, ϵ, z) =
(−1)3

4z12
PfΨ12

12

=−
2ϵ−1,2 · ϵ−2,1p2 · ϵ+3,1p2 · ϵ+4,1

z21,2z2,3z2,4
−

2ϵ1,2 · ϵ−2,1p2 · ϵ+3,1p3 · ϵ+4,1
z21,2z2,3z3,4

+
2ϵ−1,2 · ϵ−2,1p2 · ϵ+4,1p4 · ϵ+3,1

z21,2z2,4z3,4

−
2ϵ−2,1 · ϵ+3,1p2 · ϵ+4,1p3 · ϵ−1,2

z1,2z1,3z2,3z2,4
−

2ϵ−2,1 · ϵ+4,1p2 · ϵ+3,1p4 · ϵ1,2
z1,2z1,4z2,3z2,4

−
2ϵ−2,1 · ϵ+3,1p3 · ϵ−1,2p3 · ϵ+4,1

z1,2z1,3z2,3z3,4

−
2ϵ−2,1 · ϵ+3,1p3 · ϵ+4,1p4 · ϵ−1,2

z1,2z1,4z2,3z3,4
+

2ϵ−2,1 · ϵ+4,1p3 · ϵ−1,2p4 · ϵ+3,1
z1,2z1,3z2,4z3,4

+
2ϵ−2,1 · ϵ+4,1p4 · ϵ−1,2p4 · ϵ+3,1

z1,2z1,4z2,4z3,4

=
2p4 · ϵ−1,2

Ä
ϵ−2,1 · ϵ+3,1p2 · ϵ+4,1 − ϵ−2,1 · ϵ+4,1p2 · ϵ3,1

ä
(z1 − z2) (z1 − z3) (z2 − z3) (z4 − z1)

+
2p3 · ϵ−1,2

Ä
ϵ−2,1 · ϵ+3,1p2 · ϵ+4,1 − ϵ−2,1 · ϵ+4,1p2 · ϵ3,1

ä
(z1 − z2) (z1 − z3) (z2 − z3) (z4 − z2)

−
2
Ä
p3 · ϵ1,2 + p4 · ϵ−1,2

ä Ä
ϵ−2,1 · ϵ+3,1p2 · ϵ+4,1 − ϵ−2,1 · ϵ+4,1p2 · ϵ+3,1

ä
(z1 − z2) (z1 − z3) (z2 − z3) (z4 − z3)

, (H.569)

where again only after applying momentum conservation and z-partial-fractioning the double

pole vanishes.

v) Compute the Jacobian and the Parke-Taylor factor.

Hint Φ134
234 will give a nice form.

4It can be found without specified polarizations in https://arxiv.org/pdf/1610.05318.pdf eq. (585). However, its
not so trivial to obtain it, since momentum conservation and z-partial-fractioning has to be applied to a relatively
large expression. You can try it out on the notebook enclosed in the Tutorials.
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Solution. Taking the suggestion from the hint we have

J(z, p) = −
z21,2z1,3z1,4z2,3z2,4z

2
3,4

2p1 · p2
. (H.570)

Choosing e.g. Φ123
123 for the computation, one gets

J(z, p) =
z21,2z

2
1,3z

2
2,3

−2p1 · p4
z21,4

− 2p2 · p4
z22,4

− 2p3 · p4
z23,4

, (H.571)

which is already not so nice looking. The Parke-Taylor factor is

C(1234, z) = − 1

z1,2z1,4z2,3z3,4
. (H.572)

vi) Solve the scattering equation and compute A(1−, 2−, 3+, 4+) in terms of spinor products. Verify

also, that J(z, p)C(1234, z)E(z, p, ϵ, z) depends only on cross-ratios.

Solution. We take z2 = 0, z3 = 1 and z4 = ∞, which determines z1 = − s

u
where

u = 2p1 · p4 = 2p2 · p3. The complete amplitude reads

A(1−, 2−, 3+, 4+) = −
(z1 − z2) (z3 − z4) p3 · ϵ−1,2

Ä
ϵ−2,1 · ϵ+3,1p2 · ϵ+4,1 − ϵ2,1 · ϵ+4,1p2 · ϵ+3,1

ä
p1 · p2 (z2 − z3) (z1 − z4)

∣∣∣∣z1=− s
u

z2=0
z3=1
z4=∞

= −
2p3 · ϵ−1,2

u

Ä
ϵ−2,1 · ϵ+3,1p2 · ϵ4,1 − ϵ−2,1 · ϵ+4,1p2 · ϵ+3,1

ä
, (H.573)

and note in particular that it is manifestly PSL(2,C) invariant, since it only depends on a

cross-ratio. In order to compute it in terms of spinor brackets, we will use

ϵ−2,1.ϵ
+
j,1 =

⟨21[j1]⟩
[21]⟨1j⟩

, (H.574)

[23]⟨34⟩ = ⟨4| /3|2] = −⟨41⟩[12] , (H.575)

[24]⟨43⟩ = ⟨3| /4|2] = −⟨31⟩[12] , (H.576)

s13 + s14 = t+ u = −s . (H.577)
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We have

A(1−, 2−, 3+, 4+) = 2 �
��>

−1
[23]���*

−1
⟨31⟩√

2[12]⟨23⟩���[32]

1√
2

Å⟨12⟩[24]
⟨14⟩

⟨21⟩[31]
[21]���⟨13⟩

− ⟨12⟩[23]
���⟨13⟩

⟨21⟩[41]
[21]⟨14⟩

ã
=

⟨12⟩2

⟨23⟩⟨14⟩[12]2
Å
[31][24]− [23][41]

ã
(H.575)
(H.576)
=

⟨12⟩2

⟨23⟩⟨14⟩[12]�2
Å
− ⟨31⟩���>

−1
[12][31]

⟨43⟩
− ⟨41⟩���>

−1
[12][41]

⟨43⟩

ã
(H.577)

=
⟨12⟩2

⟨23⟩⟨14⟩���[12]⟨43⟩

Å
− ⟨12⟩���>

−1
[21]
ã

=
⟨12⟩4

⟨12⟩⟨23⟩⟨34⟩⟨41⟩
. (H.578)

H.48 One-mass box from a five-point MHV

Study generalised unitarity through an explicit example and construct one of the box-coefficients for

the five-gluon one-loop amplitude with helicity configuration A1− loop
5 (1−, 2−, 3+, 4+, 5+) [9]. As the

number of external legs is n = 5 the quadruple cut box will factor into one four-point amplitude and

three three-point amplitudes. We may then write the decomposition,

A1− loop
5 = d12I(s12) + d23I(s23) + d34I(s34) + d45I(s45) + d51I(s51) , (H.579)

where the box-integral I(sij) has the massive leg 2pi · pj arising from two inflowing momenta pi, pj

attached to the four-point corner. The reflection,

A1−loop
5 (1− 2− 3+ 4+ 5+) = −A1−loop

5 (2− 1− 5+ 4+ 3+) (H.580)

relates the coefficients d51 to d23, and d45 to d34, and one needs to compute only three mass-boxes

coefficients: d12, d23 and d34. In the following we will only consider d12.

1. List the possible helicity configurations for the inner legs after the quadrupole cut applied to

the box I(s12).

Solution. By starting from the vertex with 1−, 2−, we understand that the two internal

legs attached to it must have both helicity +, and the internal propagating particles must be

glouns. The tree amplitudes for two spin 1/2 fermions (or two scalars) and two identical helicity

gluons vanish. Therefore this box coefficient receives contributions only from the gluon loop.

At first sight, considering the non-vanishing three-point gluon amplitudes, we can have the

helicity configurations of Figs. H.17, H.18, H.19. Let us look in particular at Fig.H.17:

• at the p3 corner, we need

λℓ3 ∼ λℓ4 ∼ λ3,
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Figure H.17: Possible helicity assignment of internal cut lines on the quadrupole cut in I(s12).

Figure H.18: Possible helicity assignment of internal cut lines on the quadrupole cut in I(s12).

• at the p4 corner, we need

λℓ4 ∼ λℓ5 ∼ λ4.

This means that λ3 needs to be proportional to λ4, which is not true for generic external

momenta (it would be true if p3 and p4 were parallel, which only happens in the collinear

limit). For λ3 ̸∼ λ4, the corresponding contribution to the amplitude has to vanish. We can

repeat the same reasoning for Fig. H.18, and we find it vanishes as well. In general, we can draw

the conclusion that three-gluon box corners must have opposite helicity types (i.e. three-point

tree-amplitudes of type MHV can be adjacent to three-point tree-amplitudes of type MHV

only) in order to give a nonvanishing product of amplitudes. Hence only Fig. H.19 (where the

three-gluon amplitudes are ordered as (+ +−), (−+−), (+ +−)) contributes to the result.

Figure H.19: Possible helicity assignment of internal cut lines on the quadrupole cut in I(s12).
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2. As seen in the lecture,

di =
d+i + d−i

2
, (H.581)

with

d±i = Atree
(1) (ℓ

±) Atree
(2) (ℓ

±) Atree
(3) (ℓ

±) Atree
(4) (ℓ

±) , (H.582)

where

Atree
(i) (ℓ) := Atree

ni+2(−ℓi, p
(i)
1 , · · · , p(i)ni

, ℓi+1) (H.583)

and {p(i)1 , · · · , p(i)ni
} are the external momenta elements of the cluster Ki under consideration,

with
∑ni

j=1 p
(i)
j = Ki. Compute d12 leaving the cut loop momenta implicit and show that

d12 = −1

2

⟨12⟩3
⟨
3+
∣∣∣/ℓ4/ℓ5∣∣∣ 5−⟩3⟨

2−
∣∣∣/ℓ3∣∣∣ 3−⟩ ⟨4− ∣∣∣/ℓ4/ℓ3/ℓ1∣∣∣ 5−⟩ ⟨1− ∣∣∣/ℓ1/ℓ5∣∣∣ 4+⟩ (H.584)

Solution.

d(12) =
1

2
Atree

4

Ä
−ℓ+1 , 1−, 2−, ℓ+3

ä
Atree

3

Ä
−ℓ−3 , 3+, ℓ+4

ä
Atree

3

Ä
−ℓ−4 , 4+, ℓ−5

ä
Atree

3

Ä
−ℓ+5 , 5+, ℓ−1

ä
=

1

2

⟨12⟩3

⟨2ℓ3⟩ ⟨ℓ3 (−ℓ1)⟩ ⟨(−ℓ1) 1⟩
[3ℓ4]

3

[ℓ4 (−ℓ3)] [(−ℓ3) 3]
⟨ℓ5 (−ℓ4)⟩3

⟨4ℓ5⟩ ⟨(−ℓ4) 4⟩
[(−ℓ5) 5]3

[5ℓ1] [ℓ1 (−ℓ5)]

= −1

2

⟨12⟩3
⟨
3+
∣∣∣/ℓ4/ℓ5∣∣∣ 5−⟩3⟨

2−
∣∣∣/ℓ3∣∣∣ 3−⟩ ⟨4− ∣∣∣/ℓ4/ℓ3/ℓ1∣∣∣ 5−⟩ ⟨1− ∣∣∣/ℓ1/ℓ5∣∣∣ 4+⟩ . (H.585)

To get to the last step, we combined spinor products into longer strings using the replacement

|ℓi⟩
î
ℓi |→ /ℓi , but we did not need to use any other properties of the ℓi.

3. Use momentum conservation, i.e. ℓ1 = ℓ4 − p4 − p5, ℓ3 = ℓ4 + p3 and ℓ5 = ℓ4 − p4, as well as

ℓ2i = 0, and spinor identities to show that

d12 =
1

2

⟨12⟩3
⟨
4−
∣∣∣/ℓ4∣∣∣ 3−⟩2 [45]3⟨

2−
∣∣∣/ℓ4∣∣∣ 3−⟩ ⟨34⟩[45]⟨15⟩ ⟨4− ∣∣∣/ℓ4∣∣∣ 5−⟩ (H.586)

Solution. Replace

⟨
3+
∣∣∣/ℓ4/ℓ5∣∣∣ 5−⟩→ −

⟨
4−
∣∣∣/ℓ4∣∣∣ 3−⟩ ⟨45⟩ ,⟨

2−
∣∣∣/ℓ3∣∣∣ 3−⟩→ ⟨

2−
∣∣∣/ℓ4∣∣∣ 3−⟩ ,⟨

4−
∣∣∣/ℓ4/ℓ3/ℓ1∣∣∣ 5−⟩→ ⟨

4−
∣∣∣/ℓ4/p3 Ä/ℓ4 − /p4

ä∣∣∣ 5−⟩ = −
⟨
4−
∣∣∣/ℓ4∣∣∣ 3−⟩ ⟨34⟩[45] ,⟨

1−
∣∣∣/ℓ1/ℓ5∣∣∣ 4+⟩→ −⟨15⟩

⟨
4−
∣∣∣/ℓ4∣∣∣ 5−⟩ .
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4. The explicit analytic expression for one cut loop momentum ℓ±4 is given byÄ
ℓ±4
äµ

=

⟨
4∓
∣∣∣/p5(/p1 + /p2)/p3γ

µ
∣∣∣ 4±⟩

2
¨
4∓|/p5/p3|4

±
∂ . (H.587)

Show that, with this value of ℓ4, d12 becomes

d12 = −1

2

⟨12⟩3s34s45
⟨23⟩⟨34⟩⟨45⟩⟨51⟩

(H.588)

Solution.Ä
ℓ±4
äµ

=

⟨
4∓
∣∣∣/p5(/p1 + /p2)/p3γ

µ
∣∣∣ 4±⟩

2
¨
4∓|/p5/p3|4

±
∂ = −

⟨
4∓
∣∣∣/p5/p4/p3γµ∣∣∣ 4±⟩

2
¨
4∓|/p5/p3|4

±
∂ = −

⟨
5±
∣∣∣/p4/p3γµ∣∣∣ 4±⟩

2
¨
5±|/p3|4

±
∂ . (H.589)

In order to obtain eq. H.588 we need Fierzing in ℓµ4 ∝ ⟨3− |γµ| 4−⟩.

H.49 Amplitude of Higgs production from gluon fusion

The coupling of the Higgs boson to the gluons is mediated by a heavy-quark loop. Thus, Higgs

production from gluon fusion is a loop-induced process with the leading order contribution shown

in fig. H.20. In app. H.25, we considered Higgs production in the Higgs Effective Field Theory,

where the coupling of the Higgs boson to the gluons is taken in the limit of an infinite heavy-quark

mass. In the following we investigate Higgs production from gluon fusion with full heavy-quark mass

dependence.

Figure H.20: LO Higgs production in gluon fusion. The process where the gluon-legs are crossed
does contribute the same.

The amplitude reads

iA = −2(i)3(−igs)2ϵµ1(p1)ϵµ2(p2) Tr
Ä
tatb
ä Ç−imT

v

å
×
∫

ddk

(2π)d
tµ1µ2

(k2 −m2
T ) ((k − p1)2 −m2

T )((k + p2)2 −m2
T )
, (H.590)

278



where

tµν = Tr
î
(/k +mT )γ

µ(/k − /p1 +mT )(/k + /p2 +mT )γ
ν
ó
, (H.591)

and where the coupling of the Higgs boson to the quarks is proportional to the quark mass mT , v is

the vacuum expectation value, and (p1 + p2)
2 = m2

H .

i) Perform the numerator algebra.

Solution. After performing the trace the amplitude reads

A = ϵµ1(p1)ϵµ2(p2)
2g2sm

2
T δa2,a1
v

∫
ddk

(2π)d
gµ1µ2 (m

2
H + 2k2 − 2m2

T )− 8kµ1kµ2 − 2(p1)µ2(p2)µ1

(k2 −m2
T ) ((k − p1)2 −m2

T )((k + p2)2 −m2
T )︸ ︷︷ ︸

=:Iµ1µ2

.

(H.592)

ii) The amplitude you found has still contractions between polarisation vectors and loop-momenta.

However, we can bring it in the form,

A = (ϵµ1(p1)ϵ
µ2(p2)Tµ1µ2)A , (H.593)

where A does not involve any polarisation vectors and

Tµ1µ2 = −1

2
m2

Hgµ1µ2 + (p2)µ1(p1)µ2 , (H.594)

is a gauge invariant tensor structure. To obtain A, we apply the projector,

P = ϵρ1(p1)ϵ
ρ2(p2)Pρ1ρ2 , with Pρ1ρ2 =

4

(d− 2)m4
H

Tρ1,ρ2 , (H.595)

to the amplitude.

Compute

(P,A) =
∑
pol.

P ∗A = A . (H.596)

Hint. Use e.g. ϵ(p1, p2) and ϵ(p2, p1) for the polarisations.

Solution. We have

∑
pol.

P ∗ϵµ1(p1, p2)ϵµ2(p2, p1)

=

Ç
2
(p2)µ2(p1)ρ2 + (p1)µ2(p2)ρ2

m2
H

− gµ2,ρ2

åÇ
2
(p2)µ1(p1)ρ1 + (p1)µ1(p2)ρ1

m2
H

− gµ1,ρ1

å
T ρ1ρ2

= − 2gµ2,µ1

(d− 2)m2
H

+
4(p1)µ2(p2)µ1

(d− 2)m4
H

+
4(p1)µ1(p2)µ2

(d− 2)m4
H

, (H.597)
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which means

A =
Å
− 2gµ2,µ1

(d− 2)m2
H

+
4(p1)µ2(p2)µ1

(d− 2)m4
H

+
4(p1)µ1(p2)µ2

(d− 2)m4
H

ã
Iµ1µ2

= − 4g2sm
2
T δa2,a1

(d− 2)vm4
H

∫
ddk

(2π)d
(m2

H ((d− 2) (m2
H − 2m2

T ) + 2(d− 6)k2) + 32(k · p1)(k · p2))
(k2 −m2

T ) ((k − p1)2 −m2
T )((k + p2)2 −m2

T )
,

(H.598)

where Iµν is given above.

iii) We take the scalar three-point topology as

in1,n2,n3 =
∫

ddk

(2π)d
1

Dn1
1 D

n2
2 D

n3
3

=
∫

ddk

(2π)d
1

(k2 −m2
T )

n1((k − p1)2 −m2
T )

n2((k + p2)2 −m2
T )

n3
. (H.599)

Express A in terms of scalar integrals of the family in1,n2,n3 only.

Solution. We express all scalar products in terms of propagators,

(k · k) = D1 +m2
T (k · p1) =

1

2
(D1 −D2) (k · p2) =

1

2
(D3 −D1) . (H.600)

So we have

A = − 4g2sm
2
T δa2,a1

(d− 2)vm4
H

∫
ddk

(2π)d
(m2

H ((d− 2) (m2
H − 2m2

T ) + 2(d− 6)k2) + 32(k · p1)(k · p2))
(k2 −m2

T ) ((k − p1)2 −m2
T )((k + p2)2 −m2

T )

=
4g2sm

2
T δa2,a1

(d− 2)vm4
H

ï
m2

H

Ä
i1,1,1

Ä
8m2

T − (d− 2)m2
H

ä
− 2(d− 6)i0,1,1

ä
+ 8(i−1,1,1 − i0,0,1 − i0,1,0 + i1,0,0)

ò
.

(H.601)

iv) Draw all graphs for the scalar (sub)-topologies, assuming ni ≥ 0. If ni = 0, the corresponding

propagator is shrunk to a point. How many unique scalar topologies are there?

Figure H.21: In the diagram the dashed line corresponds to the Higgs, wavy lines denote massless
and continuous straight lines massive propagators.

Solution. We have the scalar topologies shown in H.21. Note in particular, that the

cases with n2 = 0, n1, n3 > 0 and n3 = 0;n1, n2 > 0 are tadpoles as well, since the external

momentum squared is 0. So the only unique scalar topologies are the triangle, the massive

bubble with incoming momentum (p1+p2) and the tadpoles without any incoming momentum.
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v) In the exercise class we discussed IBP identities. How many IBP relations can be derived?

Solution. We have three,

∫
ddk

(2π)d
∂kµ

(p1)µ
(k2 −m2

T )
n1((k − p1)2 −m2

T )
n2((k + p2)2 −m2

T )
n3

= 0 , (H.602)

∫
ddk

(2π)d
∂kµ

(p2)µ
(k2 −m2

T )
n1((k − p1)2 −m2

T )
n2((k + p2)2 −m2

T )
n3

= 0 , (H.603)

∫
ddk

(2π)d
∂kµ

kµ
(k2 −m2

T )
n1((k − p1)2 −m2

T )
n2((k + p2)2 −m2

T )
n3

= 0 . (H.604)

vi) Derive the IBP-relations for the scalar topologies: in1,n2,0 and in1,0,n3 with ni ≥ 0.

Solution. The point is to notice, that these topologies are equivalent to tadpoles,

in1,n2,0 = i0,0,n1+n2 in1,0,n3 = i0,0,n1+n3 , (H.605)

for which the IBP relation is trivial and was shown in the exercise class,

i0,0,n =
d− 2(n− 1)

2(n− 1)m2
T

i0,0,n−1 . (H.606)

vii) We choose the Master Integrals (MIs) {i0,0,1, i0,1,1, i1,1,1}. Use

i−1,1,1 = i0,0,1 −
1

2
i0,1,1m

2
H , (H.607)

and reduce the complete amplitude to be expressed completely in terms of the MIs.

Solution. We found in the previous exercise,

A =
4g2sm

2
T δa2,a1

(d− 2)vm4
H

ï
m2

H

Ä
i1,1,1

Ä
8m2

T − (d− 2)m2
H

ä
− 2(d− 6)i0,1,1

ä
+ 8(i−1,1,1 − i0,0,1 − i0,1,0 + i1,0,0)

ò
. (H.608)

Using the symmetries,

i0,1,0 = i0,0,1, i1,0,0 = i0,0,1 , (H.609)

and the provided IBP relation,

i−1,1,1 = i0,0,1 −
1

2
i0,1,1m

2
H , (H.610)

we get

A =
4g2sm

2
T δa2,a1

(d− 2)vm2
H

Ä
i1,1,1

Ä
8m2

T − (d− 2)m2
H

ä
− 2(d− 4)i0,1,1

ä
. (H.611)
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So the amplitude is very compact and only depends on a scalar triangle and a scalar bubble.

H.50 Properties of differential equations

In app. H.51, we compute the Feynman integrals with the method of differential equations. Here we

show some important properties of the differential equations for Feynman integrals, which allow for

important checks in practical computation.

i) Basis Transformations: Suppose a vector of Master Integrals fulfills the differential equation,

∂xI⃗ = Ax(x, ϵ)I⃗ . (H.612)

Show that the integrals J⃗ which are related to I⃗ with the transformation,

J⃗ = T (x, ϵ)I⃗ , (H.613)

fulfill the differential equation,

∂xJ⃗ = Ãx(x, ϵ)J⃗ =
Ä
(∂xT )T

−1 + TAxT
−1
ä
J⃗ . (H.614)

Solution.

∂xJ⃗ = ∂x(T I⃗)

= ((∂xT ) + TAx)I⃗

= ((∂xT ) + TAx)T
−1J⃗ . (H.615)

ii) Integrability Condition: Suppose a vector of integrals depends on n kinematic invariants xi

(masses and Mandelstam variables) and fulfills the partial differential equations,

∂xi
I⃗ = ∂iI⃗ = Ai(x1, . . . , xn, ϵ)I⃗ , ∀ i = 1, . . . , n . (H.616)

Show that

∂iAj − ∂jAi − [Ai, Aj] = 0 , (H.617)

where [A,B] denotes the matrix commutator.

Hint. Use either d2I⃗ = 0 or (∂i∂j − ∂j∂i)I⃗ = 0.
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Solution. We have

d2I = d
Ä n∑
i=1

∂iIdx
i
ä

=
n∑

i=1

d(∂iI) ∧ dxi

=
n∑

i,j=1

(∂j∂iI)dx
j ∧ dxi

=
∑
i

∑
j<i

(∂j∂i − ∂i∂j)Idx
j ∧ dxi

= (∂j(AiI) + ∂i(AjI))dx
j ∧ dxi

= (∂jAi + AiAj − ∂iAj − AjAi)Idx
j ∧ dxi

= 0 . (H.618)

⇒ ∂jAi − ∂iAj + [Ai, Aj] = 0 . (H.619)

iii) Scaling Relation: Suppose a vector of k basis integrals depends on n kinematic invariants xi

(masses and Mandelstam variables) and fulfills the partial differential equations,

∂xi
I⃗ = ∂iI⃗ = Ai(x1, . . . , xn, ϵ)I⃗ ∀ i = 1, . . . , n . (H.620)

Show that

n∑
i=1

xiAi = diag(
[I1]

2
, . . . ,

[Ik]

2
) , (H.621)

where [Ij] denotes the energy dimension of the integral Ij.

Hint. Under rescaling xi → λxi the integral Ii(x1, . . . , xn) will transform as Ii(λx1, . . . , λxn) =

λ[Ii]/2Ii(x1, . . . , xn).

Solution. We denote x′i = λxi and consider

d

dλ
I⃗(λx1, . . . , λxn) =

n∑
i=1

∂x′
i
I(x′1, . . . , x

′
n)
dx′i
dλ

=
n∑

i=1

Ai(x
′
1, . . . , x

′
n)I(x

′
1, . . . , x

′
n)xi . (H.622)

On the other hand we know the scaling of the integrals, since they are homogeneous in the
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mass dimension,

d

dλ
I⃗(λx1, . . . , λxn) =

d

dλ
diag(λ

[I1]

2 , . . . , λ
[Ik]

2 )I(x1, . . . , xn)

= diag(
[I1]

2
, . . . ,

[Ik]

2
)
diag(λ

[I1]

2 , . . . , λ
[Ik]

2 )

λ
I(x1, . . . , xn) , (H.623)

so we have

n∑
i=1

Ai(x
′
1, . . . , x

′
n)I(x

′
1, . . . , x

′
n)xi = diag(

[I1]

2
, . . . ,

[Ik]

2
)
diag(λ

[I1]

2 , . . . , λ
[Ik]

2 )

λ
I(x1, . . . , xn) ∀ λ ,

(H.624)

and in particular we can set λ = 1 such that x′i = xi,

n∑
i=1

Ai(x1, . . . , xn)xiI(x1, . . . , xn) = diag(
[I1]

2
, . . . ,

[Ik]

2
)I(x1, . . . , xn) , (H.625)

which derives the scaling relation.

H.51 The canonical differential equation for gg → H

(The following exercises will involve some matrix multiplication which can become tedious. You can find the relevant matrices in electronic

form in the file reference matrices.nb)

We choose the basis integrals i⃗ = (i0,0,1, i0,1,1, i1,1,1)
T for the amplitude computation. We now

want to derive the differential equation for these integrals and find a canonical basis, in which the

full dependence of the dimensional regulator is factorized.
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i) Derive the differential for i⃗ = (i0,0,1, i0,1,1, i1,1,1) w.r.t. m
2
H and m2

T . The relevant IBPs are

i−1,2,1 =
i0,1,1 ((d− 2)m2

H − 4m2
T )− 2(d− 2)i0,0,1

2 (m2
H − 4m2

T )
, (H.626)

i0,2,1 =
2(d− 3)i0,1,1m

2
T − (d− 2)i0,0,1

8m4
T − 2m2

Hm
2
T

, (H.627)

i0,0,2 =
(d− 2)i0,0,1

2m2
T

, (H.628)

i0,1,2 =
(d− 2)i0,0,1

2m2
T (m2

H − 4m2
T )

− (d− 3)i0,1,1
m2

H − 4m2
T

, (H.629)

i0,2,1 =
(d− 2)i0,0,1

2m2
T (m2

H − 4m2
T )

− (d− 3)i0,1,1
m2

H − 4m2
T

, (H.630)

i1,1,2 =
(d− 2)i0,0,1 (dm

2
H − 4dm2

T − 4m2
H + 12m2

T )

4m2
Hm

4
T (m2

H − 4m2
T )

+
2(d− 3)i0,1,1

m2
H (m2

H − 4m2
T )
, (H.631)

i1,2,1 =
(d− 2)i0,0,1 (dm

2
H − 4dm2

T − 4m2
H + 12m2

T )

4m2
Hm

4
T (m2

H − 4m2
T )

+
2(d− 3)i0,1,1

m2
H (m2

H − 4m2
T )
, (H.632)

i2,1,1 = −(d− 3)(d− 2)i0,0,1
2m2

Hm
4
T

+
(d− 3)i0,1,1
m2

Hm
2
T

+
(d− 4)i1,1,1

2m2
T

. (H.633)

Solution. We have

p1,µ∂p1µ = p1,µ(∂p1µ(2p1 · p2))∂m2
H
= m2

H∂m2
H
, (H.634)

which shows

∂m2
H
in1,n2,n3 =

1

m2
H

p1,µ∂p1µin1,n2,n3

=
1

m2
H

(−n2)in1,n2+1,n32(−p1 · k)

=
1

m2
H

(−n2)in1,n2+1,n32
1

2
(D2 −D1)

= (−n2)
1

m2
H

(in1,n2,n3 − in1−1,n2+1,n3) , (H.635)
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and so

∂

∂m2
H

i⃗ =

á
0

i−1,2,1−i0,1,1
m2

H
i0,2,1−i1,1,1

m2
H

ë
, (H.636)

=

â
0

i0,1,1((d−4)m2
H+4m2

T )−2(d−2)i0,0,1

2m2
H(m2

H−4m2
T )

2m2
T (−(d−3)i0,1,1−i1,1,1(m2

H−4m2
T ))+(d−2)i0,0,1

2m2
Hm2

T (m2
H−4m2

T )

ì
, (H.637)

=

à
0 0 0

2−d
m4

H−4m2
Hm2

T

(d−4)m2
H+4m2

T

2m2
H(m2

H−4m2
T )

0

d−2

2m2
Hm2

T (m2
H−4m2

T )
3−d

m4
H−4m2

Hm2
T

− 1
m2

H

í
︸ ︷︷ ︸

A
m2

H

i⃗ . (H.638)

∂

∂m2
T

i⃗ =

á
i0,0,2

i0,1,2 + i0,2,1

i1,1,2 + i1,2,1 + i2,1,1

ë
, (H.639)

=

â
(d−2)i0,0,1

2m2
T

(d−2)i0,0,1−2(d−3)i0,1,1m2
T

m2
T (m2

H−4m2
T )

m2
T (−(d−4)i1,1,1(m2

H−4m2
T )−2(d−3)i0,1,1)+(d−2)i0,0,1

8m6
T−2m2

Hm4
T

ì
, (H.640)

=

à
d−2
2m2

T
0 0

d−2

m2
T (m2

H−4m2
T )

6−2d
m2

H−4m2
T

0

− d−2

2m4
T (m2

H−4m2
T )

d−3

m2
T (m2

H−4m2
T )

d−4
2m2

T

í
︸ ︷︷ ︸

A
m2

T

i⃗ . (H.641)

ii) In the previous exercise you found

∂

∂m2
H

i⃗ =

à
0 0 0

2−d
m4

H−4m2
Hm2

T

(d−4)m2
H+4m2

T

2m2
H(m2

H−4m2
T )

0

d−2

2m2
Hm2

T (m2
H−4m2

T )
3−d

m4
H−4m2

Hm2
T

− 1
m2

H

í
︸ ︷︷ ︸

A
m2

H

i⃗ , (H.642)

∂

∂m2
T

i⃗ =

à
d−2
2m2

T
0 0

d−2

m2
T (m2

H−4m2
T )

6−2d
m2

H−4m2
T

0

− d−2

2m4
T (m2

H−4m2
T )

d−3

m2
T (m2

H−4m2
T )

d−4
2m2

T

í
︸ ︷︷ ︸

A
m2

T

i⃗ . (H.643)
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Verify the scaling relation and the integrability condition.

We find the scaling relation,

m2
HAm2

H
+m2

TAm2
T
=

á
d−2
2

0 0

0 d−4
2

0

0 0 d−6
2

ë
, (H.644)

which is the expected result. For the integrability condition we need

∂m2
T
Am2

H
=

â
0 0 0

8(ϵ−1)

m2
H(m2

H−4m2
T )2

2−4ϵ

(m2
H−4m2

T )2
0

(ϵ−1)(m2
H−8m2

T )
m2

Hm4
T (m2

H−4m2
T )2

8ϵ−4

m2
H(m2

H−4m2
T )2

0

ì
, (H.645)

∂m2
H
Am2

T
=

à
0 0 0

2(ϵ−1)

m2
T (m2

H−4m2
T )2

2−4ϵ

(m2
H−4m2

T )2
0

1−ϵ

m4
T (m2

H−4m2
T )2

2ϵ−1

m2
T (m2

H−4m2
T )2

0

í
, (H.646)

[Am2
T
, Am2

H
] =

à
0 0 0

2−2ϵ
m4

Hm2
T−4m2

Hm4
T

0 0
2(ϵ−1)

m2
Hm4

T (m2
H−4m2

T )
1−2ϵ

m4
Hm2

T−4m2
Hm4

T
0

í
, (H.647)

and we find

∂m2
T
Am2

H
− ∂m2

H
Am2

T
− [Am2

T
, Am2

H
] =

à
0 0 0

2−2ϵ
m4

Hm2
T−4m2

Hm4
T

0 0
2(ϵ−1)

m2
Hm4

T (m2
H−4m2

T )
1−2ϵ

m4
Hm2

T−4m2
Hm4

T
0

í
− [Am2

T
, Am2

H
]

= 0 , (H.648)

as expected.

iii) The basis integrals i⃗ are not a optimal basis candidate, even though for one-loop the basis of

integrals is not too crucial. A better basis is given by

j⃗ =

á
ϵi0,0,2

ϵi0,2,1

ϵ2i1,1,1

ë
, (H.649)

which relates to the basis i⃗ with transformation matrix T (mT ,mH , ϵ)

j⃗ = T (mT ,mH , ϵ)⃗i =

à
(2−2ϵ)ϵ
2m2

T
0 0

(2−2ϵ)ϵ

2m2
T (m2

H−4m2
T )

− (1−2ϵ)ϵ
m2

H−4m2
T

0

0 0 ϵ2

í
i⃗ . (H.650)
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The basis j⃗ fulfill the differential equation,

∂si j⃗ = Ãsi j⃗, si ∈ {m2
H ,m

2
T} . (H.651)

Compute the matrices Ãsi .

Solution. The general transformation is

Ãsi = (∂siT )T
−1 + TAsiT

−1 , (H.652)

where ∂si⃗i = Asi⃗i. So we find

Ãm2
T
=

à
− ϵ

m2
T

0 0

ϵ
4m4

T−m2
Hm2

T

4ϵ
m2

H−4m2
T
+ 2

m2
H−4m2

T
0

0 − ϵ
m2

T
− ϵ

m2
T

í
, (H.653)

Ãm2
H
=

á
0 0 0
ϵ

m4
H−4m2

Hm2
T

ϵ
4m2

T−m2
H
− m2

H−2m2
T

m4
H−4m2

Hm2
T

0

0 ϵ
m2

H
− 1

m2
H

ë
. (H.654)

iv) The matrices Ã are still not in ϵ-factorized form, since the differential equation reads

∂si j⃗ =
Ä
Ã(0)

si
(mH ,mT ) + ϵÃ(1)

si
(mH ,mT )

ä
j⃗, si ∈ {m2

H ,m
2
T} . (H.655)

In order to bring the differential equation into canonical form, we need to do one last trans-

formation. To find that transformation, we work on the maximal cut of a scalar topology,

for which all sub-topologies vanish and the differential equation becomes the homogeneous

differential equation,

∂si j⃗|max. cut=
Ä
Ã(0)

si
(mH ,mT )|max. cut+ϵÃ

(1)
si
(mH ,mT )|max. cut

ä
j⃗|max. cut . (H.656)

where [Ãsi |max. cut]ij = δij[Ãsi ]ij contains only the main diagonal of Ãsi . We want to determine

a transformation,

c⃗ = T2(mT ,mH )⃗j , (H.657)

such that

∂si c⃗|max. cut= ϵÂsi(mH ,mT )|max. cutc⃗|max. cut . (H.658)

T2 is independent of the dimensional regulator ϵ.
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• Show that the transformation T2 fulfills the differential equation,

∂siT2 = −T2Ã(0)
si
(mH ,mT )|max. cut (H.659)

or equivalently its inverse fulfills

∂siT
−1
2 = Ã(0)

si
(mH ,mT )|max. cutT

−1
2 . (H.660)

Solution. We have

∂si j⃗ =
Ä
Ã(0)

si
(mH ,mT ) + ϵÃ(1)

si
(mH ,mT )

ä
j⃗, si ∈ {m2

H ,m
2
T} , (H.661)

so the differential equation for c⃗ on the maximal cut reads

∂si c⃗|max. cut= ∂si(T2j⃗)|max. cut =
Ä
∂siT2 + T2Ã

(0)
si
|max. cut+ϵT2Ã

(1)
si
|max. cut

ä
T−1
2 c⃗|max. cut .

(H.662)

Our requirement that this differential equation is in canonical form yields directly

∂siT2 + T2Ã
(0)
si
|max. cut= 0 , (H.663)

or by using ∂si(TT
−1) = (∂siT ) + T (∂siT

−1) = 0 the analogous one for the inverse.

• Solve the above system of partial differential equations for T2.

Hint. Make use of the fact that everything is diagonal. Start by solving the partial

differential equation (PDE) in e.g. m2
T , plug the solution in the PDE for m2

H and solve it.

Solution. We will solve the differential equation for T−1
2 . We start by solving the

partial differential equation in m2
T . So we have to solve

∂m2
T
T−1
2 = Ã

(0)

m2
T
(mH ,mT )|max. cutT

−1
2 , (H.664)

which immediately tells us

T−1
2 = exp

Å∫
Ã

(0)

m2
T
(mH ,mT )|max. cutdm

2
T

ã
︸ ︷︷ ︸

T̂mT
(mT ,mH)

T̂mH
(m2

H) , (H.665)
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with

T̂mT
(mH ,mT ) = exp

Å ∫ á 0 0 0

0 2
m2

H−4m2
T

0

0 0 0

ë
dm2

T

ã
= exp

Åá 0 0 0

0 −1
2
log (4m2

T −m2
H) 0

0 0 0

ëã
=

à
1 0 0

0 1√
4m2

T−m2
H

0

0 0 1

í
, (H.666)

with yet to be determined boundary constant T̂mH
(m2

H). We will from now on suppress the

restriction |max. cut, but it is understood, that sub-topolgies are set to zero. To determine

T̂mH
(m2

H) we use the differential equation w.r.t to m2
H ,

∂m2
H
T−1
2 = Ã

(0)

m2
H
(mH ,mT )T

−1
2 (H.667)

⇔ (∂m2
H
T̂mT

)T̂mH
+ T̂mT

∂m2
H
T̂mH

= Ã
(0)

m2
H
T̂mT

T̂mH
(H.668)

⇔ ∂m2
H
T̂mH

=
Å
T̂−1
mT
Ã

(0)

m2
H
T̂mT

− T̂−1
mT
∂m2

H
T̂mT

ã
T̂mH

(H.669)

=
Å
Ã

(0)

m2
H
− T̂−1

mT
∂m2

H
T̂mT

ã
T̂mH

=

á
0 0 0

0 − 1
2m2

H
0

0 0 − 1
m2

H

ë
T̂mH

, (H.670)

where we made use of the fact that Ã
(0)

m2
H
and T̂mT

are diagonal. So

T̂mH
= exp

Å ∫ á 0 0 0

0 − 1
2m2

H
0

0 0 − 1
m2

H

ë
dm2

H

ã
C =

à
1 0 0

0 1√
m2

H

0

0 0 1
m2

H

í
C , (H.671)

and we can set the constant matrix C to be 1 (other nonsingular choices are of course fine

as well, in particular in the next exercise we will use C22 to be i to make everything well

defined in the Euclidean region). Putting everything together we have

T2 = (T̂mT
T̂mH

)−1 =

á
1 0 0

0
»
m2

H

»
4m2

T −m2
H 0

0 0 m2
H

ë
. (H.672)
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• Derive the full differential equations for c⃗ = T2(mT ,mH )⃗j (not only on the maximal cut).

Do we need other transformations or is everything already in canonical form?

Solution. We have

∂m2
T
c⃗ = ((∂m2

T
T2) + T2ÃmT

)T−1
2 c⃗ = ϵ


− 1

m2
T

0 0√
m2

H

m2
T

√
4m2

T−m2
H

4
m2

H−4m2
T

0

0 −
√

m2
H

m2
T

√
4m2

T−m2
H

− 1
m2

T

 c⃗ ,

(H.673)

and

∂m2
H
c⃗ = ((∂m2

H
T2) + T2ÃmH

)T−1
2 c⃗ = ϵ

à
0 0 0

− 1√
m2

H

√
4m2

T−m2
H

1
4m2

T−m2
H

0

0 1√
m2

H

√
4m2

T−m2
H

0

í
c⃗ .

(H.674)

So indeed, everything is already in canonical form and we will not need other transfor-

mations (it is due to our choice of the basis j⃗, which was handcrafted, such that no other

transformations will be necessary).

In general, that will not be the case. Then another step will be required: fixing the

subtopologies. To do that, you would work your way up starting from the simplest (least

denominators) topologies. Since the complete main diagonal will always be in canonical

form (due to our transformation T2) at this point, only the off-diagonal matrix elements

would need to be fixed. For our particular example, the first step would be to define a

new basis integral c̃2 = c2 + f(mH ,mt)c1, such that the matrix element A21 will become

canonical (you would again solve a differential equation for f). The new basis at this point

would be {c1, c̃2, c3}. Then you would continue with the triangle. First you would define

c̃3 = c3 + g(mH ,mt)c̃2, to fix the entry A32 by determining g. The new basis would be

{c1, c̃2, c̃3} and only A31 would not be ϵ-factorized. This would be a last transformation

{c1, c̃2, c̃3} → {c1, c̃2, ˜̃c3}, where ˜̃c3 = c̃3 + h(mH ,mT )c1 such that A31 becomes canonical.

This is in practice (usually) not the bottleneck, since the consecutive transformations are

(often) relatively simple.

v) we want to integrate the differential equation and solve it in terms of special functions called

harmonic polylogarithms, defined in eq. (2.81). We will use a slightly different normalisation,

in1,n2,n3 =

Ç
m2ϵ

T

eγEϵ

iπd/2

å ∫
ddk

1

(k2 −m2
T )

n1((k − p1)2 −m2
T )

n2((k + p2)2 −m2
T )

n3
. (H.675)

which gets rid of log π’s and γE’s. In the previous exercise we determined a canonical basis for
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the scalar topologies of gg → H as

c⃗ = (ϵi0,0,2, ϵ
»
−m2

H

»
4m2

T −m2
Hi0,2,1, ϵ

2m2
Hi1,1,1)

T , (H.676)

with

∂m2
T
c⃗ = ϵ

â
0 0 0√
−m2

H

m2
T

√
4m2

T−m2
H

m2
H

m2
Hm2

T−4m4
T

0

0

√
−m2

H

m2
T

√
4m2

T−m2
H

0

ì
︸ ︷︷ ︸

AmT

c⃗ , (H.677)

∂m2
H
c⃗ = ϵ

à
0 0 0
1√

−m2
H

√
4m2

T−m2
H

1
4m2

T−m2
H

0

0 1√
−m2

H

√
4m2

T−m2
H

0

í
︸ ︷︷ ︸

AmH

c⃗ . (H.678)

Note that we made the basis well defined for m2
H < 0 (in the Euclidean).

We can rewrite a canonical differential equation as a total differential equation,

dc⃗ = ϵdÃ · c⃗ = ϵ
∑

si∈{m2
T ,m2

H}
(∂siÃ) dsi c⃗ = AmT

c⃗ dm2
T + AmH

c⃗ dm2
H . (H.679)

Compute the matrix Ã.

Hint. Use e.g. A1 =
∫
dm2

TAmT
and A2 =

∫
dm2

H(AmH
− ∂m2

H
A1) such that Ã = A1 + A2.

Solution. We compute (e.g. with Mathematica)

A1 =
∫

dm2
TAmT

(H.680)

=


0 0 0

log

Ç
1−

√
4m2

T−m2
H√

−m2
H

å
− log

Ç
1 +

√
4m2

T−m2
H√

−m2
H

å
log (m2

T )− log (4m2
T −m2

H) 0

0 log

Ç
1−

√
4m2

T−m2
H√

−m2
H

å
− log

Ç
1 +

√
4m2

T−m2
H√

−m2
H

å
0

 ,

(H.681)

and verify that already (AmH
− ∂m2

H
A1)=0, so we have Ã = A1.

vi) Having the matrix Ã makes variable changes particular simple, since all measure changes will

be taken care of. We want to consider the change of variables,

m2
H =

−(1− x)2

x
m2

T , (H.682)
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or equivalently,

x = lim
η↓0+

…
4− (

m2
H

m2
T
+ iη)−

…
−(

m2
H

m2
T
+ iη)…

4− (
m2

H

m2
T
+ iη) +

…
−(

m2
H

m2
T
+ iη)

, (H.683)

where Feynman’s prescription is denoted by the explicit +iη.

• Sketch the (complex) variable x as a function of y =
m2

H

m2
T

.

Solution.

Figure H.22: Representation of the complex variable x =

»
4− (y + iη)−

»
−(y + iη)»

4− (y + iη) +
»
−(y + iη)

for all kine-

matic regions. Feynman’s prescription is denoted by the explicit +iη.

We have more explicitly,

x+ i lim
η↓0+

η =



√
4−y−

√
−y√

4−y+
√
−y

; y < 0

−ei(ϕ−π); ϕ = arctan

Ç√
(4−y)y

2−y

å
; 0 < y < 2

−eiϕ; ϕ = arctan

Ç√
(4−y)y

2−y

å
; 2 < y < 4

√
y−4−√

y√
y−4+

√
y
; 4 < y

. (H.684)

The last line indicates that above threshold (m2
H > 4m2

T ) where −1 < x < 0, x has to be

evaluated by approaching the negative real axis from the upper half plane. The variable

x is shown in fig. H.22.

• Perform the variable change on Ã and compute Ax = ∂xÃ(x).

Solution. The variable x rationalises the square root,»
4m2

T −m2
H»

−m2
H

∣∣∣∣∣
m2

H=
−(1−x)2

x
m2

T

=
x+ 1

x− 1
, (H.685)
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so that

Ã(mH(x,mT ),mT ) =

á
0 0 0

− log(x) log(x)− 2 log(x+ 1) 0

0 − log(x) 0

ë
, (H.686)

and

Ax = ∂xÃ(x) =

á
0 0 0

− 1
x

1
x
− 2

x+1
0

0 − 1
x

0

ë
. (H.687)

vii) As we see, the differential equation,

∂xc⃗(x,mT ) = ϵAxc⃗ ⇔ ∂xc⃗
(j)(x,mT ) = Axc⃗

(j−1) , (H.688)

where

c⃗ =
∞∑
n=0

ϵj c⃗(j) , (H.689)

and

c⃗ =

á
ϵi0,0,2

− (x−1)(x+1)ϵm2
T

x
i0,2,1

− (x−1)2ϵ2m2
T

x
i1,1,1

ë
Ax =

á
0 0 0

− 1
x

1
x
− 2

x+1
0

0 − 1
x

0

ë
, (H.690)

is completely rationalised.

• Argue why the point x = 1 is a good boundary point by investigating the basis.

Hint. To which value of m2
H/m

2
T corresponds x = 1? Are the basis integrals finite at

this point ?

Solution. We see that the canonical integrals c2 and c3 are multiplied by x − 1,

so they can have only a non-vanishing value at this point, if either the integrals i0,2,1 or

i1,1,1 are singular for x = 1. However, the point x = 1 corresponds to the value m2
H = 0

but all the propagators are massive, so none of the integrals will be singular at this point,

since the internal particles cannot be on-shell. To summarise, the only non-vanishing basis

integral at x = 1 is the tadpole, which is trivial to compute.

• Solve the differential equation in terms of harmonic polylogarithms at least up to order

ϵ2. Harmonic polylogarithms are defined as the iterated integral,

H(an, an−1, . . . , a1;x) =
∫ x

0
H(an−1, . . . , a1; t)f(an, t)dt ,
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where ai ∈ {1, 0,−1} and

f(1, t) =
1

1− t
, f(0, t) =

1

t
and f(−1, t) =

1

1 + t
.

For the case of all an, . . . , a1 being zero we define

H(0, 0, . . . , 0︸ ︷︷ ︸
n−times

;x) =
1

n!
logn(x) .

For the boundary condition you will need

c1 = ϵi0,0,2

= 1 +
π2ϵ2

12
− ζ(3)ϵ3

3
+
π4ϵ4

160
+

Ç
−π

2ζ(3)

36
− ζ(5)

5

å
ϵ5 +O

Ä
ϵ6
ä
, (H.691)

and

H(−1, 0; 1) = −π
2

12
. (H.692)

Solution. We solve order by order in ϵ for the Laurent-coefficient c⃗(j)(x) and use as

the boundary point x = 1, with the boundary value,

c⃗(j)(x = 1) =
(
c
(j)
1 , 0, 0

)T
. (H.693)

At order ϵ0 we have trivially

c⃗(0)(x) =
(
c
(0)
1 , 0, 0

)T
= (1, 0, 0)T . (H.694)

For order ϵ we have to solve

∂xc⃗
(1) = Axc

(0) =

á
0

− 1
x

0

ë
⇔ c⃗(1)(x) =

á
0

−H(0;x)

0

ë
+ c⃗0 , (H.695)

and

c(1)(x)|x=1= c⃗0
!
=

á
0

0

0

ë
, (H.696)

determines the boundary constant c⃗0 = 0.
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For order ϵ2 we have to solve

∂xc⃗
(2) = Axc

(1) =

á
0

−
Ä
1
x
− 2

x+1

ä
H(0;x)

H(0,x)
x

ë
⇒ c⃗(2)(x) =

á
0

2H(−1, 0;x)−H(0, 0;x)

H(0, 0;x)

ë
+ c⃗0 , (H.697)

and

c(2)(x)|x=1=

á
0

−π2

6

0

ë
+ c⃗0

!
=

á
π2

12

0

0

ë
, (H.698)

determines the boundary constant c⃗0 =

Ç
π2

12
,
π2

6
, 0

åT

. Of course higher orders are trivial

to obtain.

H.52 Multiple polylogarithms in mathematics

In the physics literature, the MPL’s are often defined as the iterated integral,

G(a1, . . . , an; z) =

z∫
0

dt

t− a1
G(a2, . . . , an; t) . (H.699)

In the mathematical literature, the iterated integral is often defined as (notice the index ordering

and the base-point),

I(a0; a1, . . . , an; an+1) =

an+1∫
a0

dt

t− an
I(a0; a1, . . . , an−1; t) .

Express I(a0; a1, a2; a3) and I(a0; a1, a2, a3; a4) in terms of the MPLs (H.699).

Solution. Let us start with

I(a0; a1, a2; a3) =

a3∫
a0

dt

t− a2
I(a0, a1; t) . (H.700)

In sec. 2.6.1, we showed that

I(a0; a1; t) = G(a1; t)−G(a1; a0) ,
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so

I(a0; a1, a2; a3) =

 a3∫
0

−
a0∫
0

 (G(a1; t)−G(a1; a0))
dt

t− a2

= G(a2, a1; a3)−G(a2, a1; a0)−G(a1; a0) [G(a2; a3)−G(a2; a0)] . (H.701)

For the weight-three integral we have

I(a0; a1, a2, a3; a4) =

a4∫
a0

I(a0; a1, a2; t)
dt

t− a3
, (H.702)

and with the just determined weight-two integral, I(a0; a1, a2; t) we get

I(a0; a1, a2, a3; a4) = G(a3, a2, a1; a4)−G(a3, a2, a1; a0)−G(a1; a0) [G(a3, a2; a4)−G(a3, a2; a0)]

+ [G(a1; a0)G(a2; a0)−G(a2, a1; a0)] [G(a3; a4)−G(a3; a0)] . (H.703)

H.53 Shuffle Regularisation

Regularise the MPL G(z, z, a; z) wit a ̸= z using Greg(z, . . . , z; z) = 0.

Solution. Through the shuffle,

G(z, z, a; z) = G(z, z; z)G(a; z)−G(z, a, z; z)−G(a, z, z; z) , (H.704)

the second term on the rhs is also divergent, since it has a1 = z. We can shuffle it,

G(z, a, z; z) = G(z; z)G(a, z; z)− 2G(a, z, z; z) , (H.705)

so

G(z, z, a; z) = G(z, z; z)G(a; z)−G(a, z, z; z)−G(z; z)G(a, z; z) + 2G(a, z, z; z)

= G(z, z; z)G(a; z)−G(z; z)G(a, z; z) +G(a, z, z; z) , (H.706)

and then

Greg(z, z, a; z) = G(a, z, z; z) . (H.707)

H.54 Regularised Product

On the example [G(z, a; z)G(b; z)]reg show that the regularised product of two MPLs equals the

product of the two regularised MPLs, i.e. the regularisation preserves the multiplication.
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Solution. We have

[G(z, a; z)G(b; z)]reg =
ï
G(z, a, b; z) +G(z, b, a; z) +G(b, z, a; z)

òreg
= Greg(z, a, b; z) +Greg(z, b, a; z) +G(b, z, a; z) , (H.708)

and we must regularise the first two terms (the third one is finite),

G(z, a, b; z) = G(z, z)G(a, b; z)−G(a, z, b; z)−G(a, b, z; z) , (H.709)

so

Greg(z, a, b; z) = −G(a, z, b; z)−G(a, b, z; z) , (H.710)

likewise

Greg(z, b, a; z) = −G(b, z, a; z)−G(b, a, z; z) , (H.711)

thus

[G(z, a; z)G(b; z)]reg = −G(a, z, b; z)−G(a, b, z; z)−G(b, a, z; z)

= −G(a, z; z)G(b; z)

= Greg(z, a; z)Greg(b; z) . (H.712)

H.55 MPL Differentiation

Compute ∂yG(1, 1 + y; z).

Hint. ∂yG = µ(1 ⊗ ∂y)∆n−1,1(G) with µ(a⊗ b) = a · b and the coproduct ∆(G(a1, a2; z)) we

computed in the lecture.

Solution. From ∆G(a1, a2; z) we computed in the lecture we have the element,

∆1,1(G(a1, a2; z) = G(a2; z)⊗ [G(a1; z)−G(a1; a2)] +G(a1; z)⊗G(a2; a1) , (H.713)

so

∆1,1G(1, 1 + y; z) = G(1 + y; z)⊗ [G(1; z)−G(1; 1 + y)] +G(1; z)⊗G(1 + y; 1) , (H.714)

and

µ(1 ⊗ ∂y)∆1,1G(1, 1 + y; z) = G(1 + y; z)∂y[����G(1; z)−G(1; 1 + y)] +G(1; z)∂yG(1 + y; 1) . (H.715)
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With

∂yG(1; 1 + y) = ∂y log(1− (1 + y)) =
1

y
, (H.716)

∂yG(1 + y; 1) = ∂y log

Ç
1− 1

1 + y

å
= ∂y log

Ç
y

1 + y

å
=

1

y(y + 1)
. (H.717)

we then get

∂yG(1, 1 + y; z) =
1

y(1 + y)
G(1; z)− 1

y
G(1 + y; z) . (H.718)

H.56 Coaction on the discontinuity

The discontinuity acts on the first entry of the coaction, ∆(DiscG) = (Disc⊗1)∆(G). Verify that it

hold on G = Li2(z) and G = Li3(z).

Hint. Use

Disc(Li1(z)) = 2πi, Disc(Li2(z)) = 2πi log z, Disc(Li3(z)) = 2πi
log2 z

2
. (H.719)

Solution. For G = Li2(z) the right-hand side is

(Disc⊗1)∆Li2(z) = (Disc⊗1) (Li2(z)⊗ 1 + 1 ⊗ Li2(z) + Li1(z)⊗ log z)

= Disc Li2(z)⊗ 1 +Disc Li1(z)⊗ log z

= 2πi log z ⊗ 1 + 2πi⊗ log z , (H.720)

and the left-hand side is

∆(Disc Li2(z)) = ∆(2πi log z)

= ∆(2πi)∆(log z)

= (2πi⊗ 1)(log z ⊗ 1 + 1 ⊗ log z)

= 2πi log z ⊗ 1 + 2πi⊗ log z . (H.721)

For the case G = Li3(z) the right-hand side is

(Disc⊗1)∆Li3(z) = (Disc⊗1)

(
1 ⊗ Li3(z) + Li3(z)⊗ 1 + Li2(z)⊗ log z + Li1(z)⊗

log2 z

z

)

= 2πi
log2 z

2
⊗ 1 + 2πi log z ⊗ log z + 2πi⊗ log2 z

2
, (H.722)
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and the left-hand side reads

∆(Disc Li3(z)) = ∆

(
2πi

log2 z

2

)

= ∆(2πi)∆

(
log2 z

2

)

= (2πi⊗ 1)
1

2
(1 ⊗ log z + log z ⊗ 1)2

= (2πi⊗ 1)
1

2
(1 ⊗ log2 z + log2 z ⊗ 1 + 2 log z ⊗ log z)

= 2πi
log2 z

2
⊗ 1 + 2πi log z ⊗ log z + 2πi⊗ log2 z

2
. (H.723)

H.57 A Dilogarithm Identity

Prove the identity,

Li2(1− z) = −Li2(z)− log z log(1− z) + ζ2 . (H.724)

Solution. We have

∆1,1Li2(z) = Li1(z)⊗ log z = − log(1− z)⊗ log z , (H.725)

∆1,1Li2(1− z) = − log z ⊗ log(1− z) , (H.726)

∆1,1(log z log(1− z)) = log z ⊗ log(1− z) + log(1− z)⊗ log z , (H.727)

so we can write

Li2(z) + Li2(1− z) + log z log(1− z) = aζ2 . (H.728)

Setting z = 1 we get a = 1.

H.58 The Three-Mass Triangle

In sec. 2.6.11, it was mentioned that the three-mass triangle can be expressed in terms of a single-

valued analogue of classical polylogarithms. In this exercise, we want to work towards this result,

by solving the ϵ0-coefficient in terms of iterated integrals. This will give us the opportunity to apply

the techniques from sec. 2.6 to a non-trivial example.

The family of triangles with three external scales p0i ̸= 0 and D = 4− 2ϵ,

Tν1,ν2,ν3(p
2
1, p

2
2, p

2
3, ϵ) = eγE

∫
dDk

iπ
D
2

1

(k2)ν1((k + p1)2)ν2((k − p2)2)ν3
, (H.729)
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has the Feynman parametrisation,

Tν1,ν2,ν3(p
2
1, p

2
2, p

2
3, ϵ)

= C(νi, ϵ)Iν1,ν2,ν3(u, v, ϵ)

= C(νi, ϵ)(−p3)D/2−ν

×
∫

[0,∞]3

ï
δ

(
1−

∑
i∈S

xi

)Ñ
3∑

j=1

xj

éν−D

(x2x3 + x1x2u+ x1x3v)
D/2−ν

3∏
k=1

xνk−1
k dxk

ò
, (H.730)

where ν = ν1 + ν2 + ν3, S is a non-empty subset of {1, 2, 3}, u = p21/p
2
3, v = p22/p

2
3 and C(νi, ϵ) is a

prefactor depending only on the denominator powers and the dimension.

The relevant integral for the first Laurent coefficient and the choice S = {1} is therefore

I = I(0)
1,1,1(u, v) =

∫
[0,∞]2

1

(x2 + x3 + 1)(x2(u+ x3) + vx3)
dx2dx3 . (H.731)

with u, v > 0.

i) Perform the x2 integration and write your result in terms of G(a(u, v), x3).

Hint. The variable change y2 =
x2

x2+1
maps the domain of integration to the interval [0, 1].

Solution. To perform the integral we map with the suggested variable change to the unit

interval and partial fraction in y2, such that the integration in terms of logarithms is manifest,

I =
∫

[0,∞]2

1

(x2 + x3 + 1)(x2(u+ x3) + vx3)
dx2dx3

=
∫

[0,∞]

1∫
0

1

(x3(y2 − 1)− 1)(vx3(y2 − 1)− y2(u+ x3))
dy2dx3

=
∫

[0,∞]

− 1

x3(u− v + 1) + u+ x23

1∫
0

Å (v − 1)x3 − u

uy2 + x3 (v − (v − 1)y2)
+

x3
x3 (y2 − 1)− 1

ã
dy2dx3

=
∫

[0,∞]

− 1

x3(u− v + 1) + u+ x23
(− log (u+ x3) + log v + log x3 − log (x3 + 1)) dx3

= −
∫
[0,∞]

−G(− u;x3) +G(0; v)−G(− 1;x3) +G(0;x3)−G(0;u)

x3(u− v + 1) + u+ x23
dx3 , (H.732)

where we used the rescaling invariance G(⃗a;x) = G(ya⃗; yx) for

log(u+ x3) = log u+G(−1;
x3
u
) = log u+G(−u;x3) . (H.733)
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ii) After integration of x2 we are left with the integral

I = −
∫
[0,∞]

−G(− u;x3) +G(0; v)−G(− 1;x3) +G(0;x3)−G(0, u)

x3(u− v + 1) + u+ x23
dx3 . (H.734)

In order to perform this integral we want to find a primitive completely expressed in terms of

G(w⃗, x3) which we need to evaluate in the two limits x3 → 0 and x3 → ∞. The limit x→ 0 is

trivial, since lim
x→0

G(w⃗;x) = 0 if w⃗ ̸= 0⃗. The challenging limit is x3 → ∞ and in order to take

it we need to find a representation G(w⃗;x) =
∑
i

G(w⃗i, 1/x) such that the limit on the r.h.s is

x̄ = 1/x→ 0.

In the following we want to get an idea on the inversion of the argument of a MPL by deriving

the relation,

G(− z, 0;x3) = −G
Ç
−1

z
, 0;

1

x3

å
+G

Ç
0, 0;

1

x3

å
−G(0, 0; z)− π2

6
. (H.735)

For that, we study the MPL,

G

Ç
a, 0;

1

x

å
, (H.736)

and reconstruct from the symbol tensor the inversion relation.

• Compute the co-product ∆1,1G

Ç
a, 0;

1

x

å
and expand the logarithms such that they are

all of the form log(c1 + c2x).

Solution. From eq. (2.129), we know that

∆1,1(G(a1, a2; z)) = G(a1; z)⊗G(a2; a1) +G(a2; z)⊗G(a1; z)−G(a2; z)⊗G(a1; a2) .

(H.737)

Since in our case a2 = 0, the last term will vanish and we have

∆1,1G

Ç
a, 0;

1

x

å
= G

Ç
0;

1

x

å
⊗G

Ç
a;

1

x

å
+G

Ç
a;

1

x

å
⊗G(0; a)

= log

Ç
1

x

å
⊗ log

Ç
1− 1

ax

å
+ log

Ç
1− 1

ax

å
⊗ log a

= − log x⊗ log(ax− 1) + log(ax− 1)⊗ log a− log a⊗ log a

+ log x⊗ log x . (H.738)

• Read off the symbol tensor,

T = S
Ç
G

Ç
a, 0;

1

x

åå
= ∆1,1G

Ç
a, 0;

1

x

å
mod iπ . (H.739)
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Hint. Notice the mod iπ. It means e.g. that

log(ax− 1)⊗ log(1− ax) → (1− ax)⊗ (1− ax) , (H.740)

log(1− ax)⊗ log(1− ax) → (1− ax)⊗ (1− ax) , (H.741)

and so on.

Solution. We can read off the symbol directly from the co-product,

T = S
Ç
G

Ç
a, 0,

1

x

åå
= −x⊗ (1− ax) + (1− ax)⊗ a− a⊗ a+ x⊗ x , (H.742)

where we used the mod iπ to write the entries as (1− ax).

• We now associate to a given symbol s a MPL with the map,

Φxi
(s) =


G
Å
− b1
a1
, . . . ,− bw

aw
;xi

ã
, if s = (awxi + bw)⊗ . . .⊗ (a1xi + b1), ∀ ai ̸= 0

0, else
.

(H.743)

Apply the map Φx to the previously computed symbol T (x, s) and compute the symbol

of the result Tx = S(Φx(T )).

Solution. Applying the map Φx to T gives

Φx(T ) = −Φx(x⊗ (1− ax)) + Φx((1− ax)⊗ a)− Φx(a⊗ a) + Φx(x⊗ x)

= −G
Ç
1

a
, 0;x

å
+ 0 + 0 +G(0, 0;x) , (H.744)

and the symbol Tx is

Tx = S(Φx(T )) = −x⊗ (1− ax) + (1− ax)⊗ a+ x⊗ x , (H.745)

which is obtained in a completely equivalent way to the previous computation.

• What you saw in the previous task: Φxi
(T ) will give a MPL G(⋆, xi) with a symbol Txi

which has all the terms which have xi in all entries as T .

Compute T2 = T − Tx and apply Φa(T2). Compare G̃ = Φx(T ) + Φa(T2) with (H.735).

How would you reconstruct the missing constant?

Hint. We have S(G(0, 0,−a)) = S(G(0, 0, a)) = a⊗ a. Take the one which for a < 0

is real. You can furthermore use G(−1, 0; 1) = − π

12
.

Solution. We see

T2 = T − Tx = −a⊗ a , (H.746)

so G(0, 0;−a) is a possible choice for the polylogarithm with the symbol a ⊗ a which is
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real for a < 0. This is of course a shortcut. If G(0, 0, a) is chosen one has to use the

discontinuity to reconstruct −G(0, 0; a) + iπG(0; a). So the final answer,

G̃ = Φx(T ) + Φa(T2) = −G
Ç
1

a
, 0;x

å
+G(0, 0;x)−G(0, 0;−a) , (H.747)

which is real for a < 0 and x > 0 and if we compare with (H.735) we see that G(a, 0, 1
x
)−G̃

is a constant (of weight two. So it has to be proportional to π2). To find the constant we

can use the point x = 1, a = −1 for which

G(−1, 0; 1)− [−G(−1, 0; 1) +������:0
G(0, 0; 1)−������:0

G(0, 0; 1)] = 2G(−1, 0; 1) = −π
2

6
. (H.748)

In practice, finding a special point for a large multi-variable expression without investigat-

ing the expression by eye is difficult. But one can reconstruct the constants by comparing

with high precision (usually 100 Digits) at a point where both expressions are real. Since

the space of allowed constants is predetermined this reconstruction is bound to work. E.g.

at the point z = 1/3 and x = 1/7 one would find

G(−1

3
, 0, 7) = −1.08379541121643925253009968992008932984 , (H.749)

G̃|z= 1
3
,x= 1

7
= 0.56113865563178718394231547672593585937 . (H.750)

and since the only allowed constant is ζ2, the fit is trivial.

The evaluation of polylogarithms can be performed with a code called GiNaC 5. What we

did to find the transformation is often referred to as finding a “fibration basis”. It is usually

needed not only for computing limits, but for rewriting polylogarithms with letters ai(y)

depending on the a integration variable y in a form, where integration variable appears

only in the argument of all MPLs and not in the letters anymore. The way we did it

here is a (easy) version of the method presented in the computation of real radiation

contributions for Higgs production [62]. A different way of finding a fibration basis which

does not involve the fitting of rational constants is described in the thesis of Erik Panzer6

and implemented in his public program HyperInt. In practice, HyperInt is the best tool

for finding a fibration basis.

iii) Perform the remaining integration,

I = −
∫
[0,∞]

−G(− u;x3) +G(0; v)−G(− 1;x3) +G(0;x3)−G(0, u)

x3(u− v + 1) + u+ x23
dx3 , (H.751)

without mapping to the unit interval but directly in terms of MPLs. Use the variable change

u = zz̄ and v = (1 − z̄)(1 − z) for the denominator. In particular verify that all the GPLs of

5https://ginac.de/
6See sec. 3.6.2 of ref. [63].
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the form lim
x→0

G(⃗0, x) cancel explicitly if the sum over all terms is considered. Why does that

need to be the case?

Hint. The inversion identities are

G(− z;x3) = G(− 1

z
;
1

x3
)−G(0;

1

x3
)−G(0; z) , (H.752)

G(− z̄;x3) = G(− 1

z̄
;
1

x3
)−G(0;

1

x3
)−G(0; z̄) , (H.753)

G(− z, 0;x3) = −G(− 1

z
, 0;

1

x3
) +G(0, 0;

1

x3
)−G(0, 0; z)− π2

6
, (H.754)

G(− z̄, 0;x3) = −G(− 1

z̄
, 0;

1

x3
) +G(0, 0;

1

x3
)−G(0, 0; z̄)− π2

6
, (H.755)

G(− z,−1;x3) = G(− 1

z
,−1;

1

x3
)−G(− 1

z
, 0;

1

x3
)−G(0,−1;

1

x3
) +G(0, 0;

1

x3
)−G(1, 0; z)

+
π2

6
, (H.756)

G(− z̄,−1;x3) = G(− 1

z̄
,−1;

1

x3
)−G(− 1

z̄
, 0;

1

x3
)−G(0,−1;

1

x3
) +G(0, 0;

1

x3
)−G(1, 0; z̄)

+
π2

6
, (H.757)

G(− z̄,−u;x3) = −G(0;u)G(− 1

z̄
;
1

x3
) +G(− 1

z̄
,−1

u
;
1

x3
) +G(0;u)G(0;

1

x3
)−G(0,−1

u
;
1

x3
)

+G(0;u)G(0; z̄)−G(0; z̄)G(z̄;u) +G(z̄, 0;u)−G(− 1

z̄
, 0;

1

x3
) +G(0, 0;

1

x3
)

−G(0, 0; z̄)− π2

6
, (H.758)

G(− z,−u;x3) = −G(0;u)G(− 1

z
;
1

x3
) +G(− 1

z
,−1

u
;
1

x3
) +G(0;u)G(0;

1

x3
)−G(0,−1

u
;
1

x3
)

+G(0;u)G(0; z)−G(0; z)G(z;u) +G(z, 0;u)−G(− 1

z
, 0;

1

x3
) +G(0, 0;

1

x3
)

−G(0, 0; z)− π2

6
. (H.759)

Notice that you are only interested in the case x3 → ∞ where many of the terms drop out since

limx=0G(⃗a, x) = 0 for a⃗ ̸= 0⃗.

Solution. Performing the variable change and applying partial fractioning we obtain

I =
∫
[0,∞]

G(− u;x3)−G(0; v) +G(− 1;x3)−G(0;x3) +G(0, u)

(x3 + z)(x3 + z̄)
dx

=
∫
[0,∞]

ï−G(− u;x3) +G(0; v)−G(− 1;x3) +G(0;x3)− log(u)

(x3 + z)(z − z̄)

+
G(− u;x3)−G(0; v) +G(− 1;x3)−G(0;x3) +G(0, u)

(x3 + z̄)(z − z̄)

ò
dx . (H.760)

So we will get the new letter −z for every G(⋆;x3) in the first term and −z̄ for the second one. We
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find

Ĩ(x3) =− (G(− z,−u;x3)−G(− z̄,−u;x3))
z − z̄

− G(0;u)(G(− z;x3)−G(− z̄;x3))

z − z̄

+
G(0; v)(G(− z;x3)−G(− z̄;x3))

z − z̄
− (G(− z,−1;x3)−G(− z̄,−1;x3))

z − z̄

+
(G(− z, 0;x3)−G(− z̄, 0;x3))

z − z̄
, (H.761)

which needs to be evaluated at x3 → ∞ (x3 → 0 gives 0 as of the hint). The leading behaviour of the

MPLs as x3 → ∞ can be obtained from the inversion relations by using the limit x̄→ 0 for x̄ =
1

x3
,

G(− z;
1

x̄
) = −G(0; x̄)−G(0; z) , (H.762)

G(− z̄;
1

x̄
) = −G(0; x̄)−G(0; z̄) , (H.763)

G(− z, 0;
1

x̄
) =

1

6
(3G(0; x̄)2 − 6G(0, 0; z)− π2) , (H.764)

G(− z̄, 0;
1

x̄
) =

1

6
(3G(0; x̄)2 − 6G(0, 0; z̄)− π2) , (H.765)

G(− z,−1;
1

x̄
) =

1

6
(3G(0; x̄)2 − 6G(1, 0; z) + π2) , (H.766)

G(− z̄,−1;
1

x̄
) =

1

6
(3G(0; x̄)2 − 6G(1, 0; z̄) + π2) , (H.767)

G(− z,−u; 1
x̄
) = G(0;u)(G(0; x̄) +G(0; z))−G(0; z)G(z;u) +G(z, 0;u) +

1

2
G(0; x̄)2 −G(0, 0; z)− π2

6
,

(H.768)

G(− z̄,−u; 1
x̄
) = G(0;u)(G(0; x̄) +G(0; z̄))−G(0; z̄)G(z̄;u) +G(z̄, 0;u) +

1

2
G(0; x̄)2 −G(0, 0; z̄)− π2

6
.

(H.769)

In particular, notice that the in eq. (H.761) the sign between G(z̄, ⋆) and G(z, ⋆) is such that the

divergent G(⃗0, x3) cancel pairwise, and one finds

I =
1

z − z̄

ï
log z (G(z;u) + log(1− z))− log z̄ (G(z̄;u) + log(1− z̄))−G(z, 0;u) +G(z̄, 0;u)

+ Li2(z)− Li2(z̄) + log v (log z̄ − log z)
ò
. (H.770)

If you compute Feynman integrals via Feynman parameters you should always find the cancellation

of the end-point singularities. If it does not happen it means you expanded the integrand in the

dimensional regulator even though the integral is not finite, which of course would be wrong. For

most integrals you will find that the end-point singularities exist and you are not allowed to expand

in ϵ before performing the integration. Since these endpoint singularities are a consequence of IR-

singularities, for on-shell kinematics and massless theories you will have them in a naive basis-choice

of MIs almost all the time. However, they can often be circumvented by finding what is sometimes

referred to as “quasi finite basis”. This is based on the work of Erik Panzer, however beyond the
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scope of the class.

We can simplify our expression even more by inserting u = zz̄ and v = (1 − z̄)(1 − z) and

computing a fibration with respect to the variables z and z̄. This is similar to what you have done

for the inversion of the argument G(⋆;
1

x̄
) →

∑
i

G(⋆i, x̄) by applying the maps Φz and Φz̄ and by

taking care of factorized terms of the form G(⋆, z̄)G(⋆̃, z). Since we already did a similar computation

there is no need to do it by hand again. One can easily do it with either the program HyperInt7 or

PolyLogTools8. Alternatively it can be obtained with the decomposition of G(a, b, x̄) in terms of Li2

where one has to be a bit careful with the limits. What you will find is

I =
−G(0; z)(G(1; z) +G(1; z̄)) +G(0; z̄)(G(1; z) +G(1; z̄)) + 2(G(1, 0; z)−G(1, 0; z̄))

z − z̄

=
2Li2(z)− 2Li2(z̄) + (log(1− z)− log(1− z̄))(log z + log z̄)

z − z̄
. (H.771)

In particular notice the following: for complex variables z and z̄ = z∗ the expression (log z+ log z̄) =

log|z|, log(1− z) − log(1− z̄) = 2iℑ(log(1− z)) = −2iℑ(Li1(z)) and Li2(z) − Li2(z̄) = 2iℑ(Li2(z))
are all single valued and we have

I =
2i

z − z̄
ℑ (− log(|z|)Li1(z) + Li2(z))

=
2i

z − z̄
D2(z) , (H.772)

where the function D2 is the single-valued analogue of the classical polylogarithm defined by Za-

gier [55], which was alluded too in sec. 2.6.11.

H.59 G(a, b; z) in terms of Li2(z)

Prove that for generic a, b, x (a ̸= b ̸= x ̸= a and none of them zero):

G(a, b;x) = Li2

Ç
b− x

b− a

å
− Li2

Ç
b

b− a

å
+ log

Å
1− x

b

ã
log
Åx− a

b− a

ã
. (H.773)

using either ∆1,1G, or Goncharov’s formula (2.167) for the symbol,

S(I(a0; a1, . . . , an; an+1)) =
n∑

i=1

S(I(a0; a1, . . . ,��ai, . . . , an; an+1))⊗ log

Ç
ai+1 − ai
ai−1 − ai

å
.

7https://arxiv.org/abs/1403.3385
8https://arxiv.org/pdf/1904.07279.pdf
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Solution. We compute the symbol,

S (I(0; a1, a2; a3)) = S (I(0; a2; a3))⊗ log

Ç
a2 − a1
−a1

å
+ S (I(0; a1; a3))⊗ log

a3 − a2
a1 − a2

= log
a3 − a2
−a2

⊗ log
a2 − a1
−a1

+ log
a3 − a1
−a1

⊗ log
a3 − a2
a1 − a2

, (H.774)

and set a1 = b, a2 = a and a3 = x (remember the conventions on the reversed letters of the

I-functions),

S(G(a, b;x)) =
a− x

a
⊗ b− a

b︸ ︷︷ ︸
(i)

+
b− x

b
⊗ a− x

a− b︸ ︷︷ ︸
(ii)

(H.775)

We compute the symbols of the right-hand side,

∆1,1Li2

Ç
b− x

b− a

å
= − log

Ç
1− b− x

b− a

å
⊗ log

b− x

b− a

= − log
a− x

a− b
⊗ log

Ç
−b− x

a− b

å
, (H.776)

∆1,1Li2

Ç
b

b− a

å
= − log

Ç
1− b

b− a

å
⊗ log

b

b− a

= − log
Å
− a

b− a

ã
⊗ log

b

b− a
, (H.777)

∆1,1

Å
log
Å
1− x

b

ã
log

x− a

b− a

ã
= log

x− a

b− a
⊗ log

Å
1− x

b

ã
+ log

Å
1− x

b

ã
⊗ log

x− a

b− a

= log
a− x

a− b
⊗ log

b− x

b
+ log

b− x

b
⊗ log

a− x

a− b
, (H.778)

and we see, that (ii) from (H.775) is part of the symbol of log
Å
1− x

b

ã
log

x− a

b− a
. So we just have to

investigate the remaining terms of the right-hand side indeed give (i):

(i)
?
= −a− x

a− b
⊗
Ç
−b− x

a− b

å
+
Å
− a

b− a

ã
⊗ b

b− a
+
a− x

a− b
⊗ b− x

b

= − a

a− b

Åa− x

a

ã
⊗ b

b− a

Ç
b− x

b

å
+

a

a− b
⊗ b

b− a

+
a

a− b

Åa− x

a

ã
⊗ b− x

b

= −

Ñ
��������������
a

a− b

Åa− x

a

ã
⊗
Ç
b− x

b

å
+

a

a− b

Åa− x

a

ã
⊗ b

b− a

é
+

a

a− b
⊗ b

b− a(((((((((((((((
+

a

a− b

Åa− x

a

ã
⊗
Ç
b− x

b

å
= −

Ç
��������a

a− b
⊗ b

b− a
+
a− x

a
⊗ b

b− a

å
+

�����������Å a

a− b

ã
⊗
Ç

b

b− a

å
=
a− x

a
⊗ b− a

b
= (i) , (H.779)
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and we see that left-hand and right-hand sides indeed agree on the symbol level. The agreement on

the symbol level however, is only a necessary condition and we still have to verify that we are not

missing a constant term aζ2 which would be in the kernel of the symbol map. To check that we can

set a = 0 and b = 1 and evaluate

G(0, 1;x) = Li2 (1− x)− Li2(1) + log (1− x) log x+ aζ2

= Li2 (1− x)− ζ2 + log (1− x) log x+ aζ2 , (H.780)

with

Li2(1− x) = −Li2(x)− log x log(1− x) + ζ2 , (H.781)

we get

G(0, 1;x) = −Li2(x) + aζ2 , (H.782)

so a = 0 and the proof is complete.

H.60 Iterated Integration: Assigning Functions to Symbols

Consider the integral,

I =
∫
[0,1]2

G

Ç
(x− 1)

1− y
,
1

y
;x

å
dx

x+ 1

dy

y + 1
. (H.783)

We can not yet integrate it in terms of MPLs since it is not of the form G(a1(x), a2(x); y) or

G(a1(y), a2(y);x).

In order to bring it in one of the forms which can be integrated, we want to apply the approach

outlined in the exercise class.

i) Compute the symbol of G

Ç
(x− 1)

1− y
,
1

y
;x

å
.

Solution. The symbol of a weight-two MPL was already computed on the last exercise
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sheet and the computation here is completely analogous. We have

∆1,1G

Ç
(x− 1)

1− y
,
1

y
;x

å
=G

Ç
x− 1

1− y
;x

å
⊗G

Ç
1

y
;
x− 1

1− y

å
+G

Ç
1

y
;x

å
⊗G

Ç
x− 1

1− y
;x

å
−G

Ç
1

y
;x

å
⊗G

Ç
x− 1

1− y
;
1

y

å
= log

Ç
1− x(1− y)

x− 1

å
⊗ log

Ç
1− (x− 1)y

1− y

å
+ log(1− xy)⊗ log

Ç
1− x(1− y)

x− 1

å
− log(1− xy)⊗ log

Ç
1− 1− y

(x− 1)y

å
= log(1− xy)⊗ log

Ç
xy − 1

x− 1

å
− log(1− xy)⊗ log

Ç
xy − 1

(x− 1)y

å
+ log

Ç
xy − 1

x− 1

å
⊗ log

Ç
xy − 1

y − 1

å
, (H.784)

so

S
Ç
G

Ç
(x− 1)

1− y
,
1

y
;x

åå
=(1− x)⊗ (1− y)− (1− x)⊗ (1− xy)− (1− xy)⊗ (1− y)

+(1− xy)⊗ y + (1− xy)⊗ (1− xy) . (H.785)

ii) In the exercise class, we discussed how to assign a “canonical” function to the symbol, such

that for a chosen ordering on the variables x1 ≺ x2 ≺ . . . ≺ xn the argument of the function is

xi and all the letters depend on xj ≻ xi only. The maps which assign such a function,

1). are linear in xi, for all w entries of the symbol,

Φxi
(s) =


G
Å
− b1
a1
, . . . ,− bw

aw
;xi

ã
, if s = (awxi + bw)⊗ . . .⊗ (a1xi + b1), ∀ ai ̸= 0

0, else

(H.786)

2). are linear in xi for the last w − k entries of the symbol, and depend only on xj ≻ xi for

the first k entries,

Φxj ,xi

Å
b1(xj)⊗ . . .⊗ bk(xj)⊗ (ak+1xi + bk+1)⊗ . . .⊗ (awxi + bw)

ã
= Φxj

Å
b1(xj)⊗ . . .⊗ bk(xj)

ã
× Φxi

Å
(ak+1xi + bk+1)⊗ . . .⊗ (awxi + bw)

ã
. (H.787)

In the previous exercise you computed

T = S
Ç
G

Ç
(x− 1)

1− y
,
1

y
;x

åå
=(1− x)⊗ (1− y)− (1− x)⊗ (1− xy)

−(1− xy)⊗ (1− y) + (1− xy)⊗ y

+(1− xy)⊗ (1− xy) . (H.788)
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Consider the ordering x ≺ y and build iteratively the ”canonical” function G(x) which has the

same symbol T :

(a) Compute G1(x) = Φx(T ) and T1 = T − S(G1(x)).

Solution. The symbol

T =(1− x)⊗ (1− y)− (1− x)⊗ (1− xy)︸ ︷︷ ︸
(i)

− (1− xy)⊗ (1− y) + (1− xy)⊗ y

+ (1− xy)⊗ (1− xy)︸ ︷︷ ︸
(ii)

. (H.789)

has the two indicated terms which are not in the kernel of Φx. We have

(i) : Φx

Å
(1− x)⊗ (1− xy)

ã
= G

Ç
1

y
, 1;x

å
, (H.790)

(ii) : Φx

Å
(1− xy)⊗ (1− xy)

ã
= G

Ç
1

y
;
1

y
, x

å
, (H.791)

so

G1(x) = −G
Ç
1

y
, 1;x

å
+G

Ç
1

y
;
1

y
, x

å
, (H.792)

with

S
Ç
G

Ç
1

y
, 1;x

åå
=− ((1− x)⊗ (1− y)) + (1− x)⊗ (1− xy) + (1− xy)⊗ (1− y)

− (1− xy)⊗ y , (H.793)

S
Ç
G

Ç
1

y
,
1

y
;x

åå
=(1− xy)⊗ (1− xy) , (H.794)

we have

S(G1) =(1− x)⊗ (1− y)− (1− x)⊗ (1− xy)

−(1− xy)⊗ (1− y) + (1− xy)⊗ y + (1− xy)⊗ (1− xy) , (H.795)

which is exactly T . So T1 = T − S(G1) = 0 and we won’t need further iterations.

(b) If necessary, proceed with the iteration and compute G2(x) = Φy,x(T1) and T2 = T1 − S(G2(x)).

Solution. Not needed for x ≺ y.

(c) If necessary, proceed with the iteration and compute G3(y) = Φy(T2) and T3 = T2 − S(G3(y)).

Solution. Not needed for x ≺ y.

(d) Can you conclude
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G

Ç
(x− 1)

1− y
,
1

y
;x

å
= G1 + G2 + G3? (H.796)

Solution. It is important to always keep in mind, that such a conclusion is not

allowed, since the construction is always modulo terms which are in the kernel of the

symbol map. However, we can verify that the relation is exact by e.g. looking at the case

x→ 0, where both sides go to 0.

iii) Perform the same computation as before for the ordering y ≺ x. What do you see?

Solution. The symbol

T =(1− x)⊗ (1− y)− (1− x)⊗ (1− xy)

− (1− xy)⊗ (1− y)︸ ︷︷ ︸
(i)

+(1− xy)⊗ y︸ ︷︷ ︸
(ii)

+ (1− xy)⊗ (1− xy)︸ ︷︷ ︸
(iii)

. (H.797)

has the three indicated terms which are not in the kernel of Φy.

(i) : Φy

Å
(1− xy)⊗ (1− y)

ã
= G(1,

1

x
; y) , (H.798)

(ii) : Φy

Å
(1− xy)⊗ y

ã
= G(0,

1

x
; y) , (H.799)

(iii) : Φy

Å
(1− xy)⊗ (1− xy)

ã
= G(

1

x
,
1

x
; y) , (H.800)

so

G1(y) = −G(1, 1
x
; y) +G(0,

1

x
; y) +G(

1

x
,
1

x
; y) . (H.801)

With the symbols

S
Ç
G(1,

1

x
; y)

å
= (1− y)⊗ (1− x)− (1− xy)⊗ (1− x) + (1− xy)⊗ x+ (1− xy)⊗ (1− y) ,

(H.802)

S
Ç
G(0,

1

x
; y)

å
= (1− xy)⊗ x+ (1− xy)⊗ y , (H.803)

S
Ç
G(

1

x
,
1

x
; y)

å
= (1− xy)⊗ (1− xy) , (H.804)

we get

S(G1) =− ((1− y)⊗ (1− x)) + (1− xy)⊗ (1− x)− (1− xy)⊗ (1− y) + (1− xy)⊗ y

+ (1− xy)⊗ (1− xy) , (H.805)
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and

T1 =T − S(G1)

= (1− x)⊗ (1− y)︸ ︷︷ ︸
(iv)

− (1− x)⊗ (1− xy)︸ ︷︷ ︸
(v)

+(1− y)⊗ (1− x)− (1− xy)⊗ (1− x) . (H.806)

Since the symbol T1 ̸= 0, we have to perform the next step in the iteration: applying the map

Φx,y. The two indicated terms contribute and we have

(iv) : Φx,y((1− x)⊗ (1− y)) = G(1;x)G(1; y) , (H.807)

(v) : Φx,y((1− x)⊗ (1− xy)) = G(1;x)G(
1

x
; y) , (H.808)

so

G2 = G(1;x)G(1; y)−G(1;x)G(
1

x
; y) , (H.809)

with

S(G2) = (1− x)⊗ (1− y)− (1− x)⊗ (1− xy) + (1− y)⊗ (1− x)− (1− xy)⊗ (1− x) .

(H.810)

and

T − S
Å
G1 + G2

ã
= 0 . (H.811)

To check the equality on the function level we may choose the point x = 1 where

G1 + G2 = G(0, 1; y) , (H.812)

and

lim
x→1

G

Ç
(x− 1)

1− y
,
1

y
;x

å
= G(0,

1

y
; 1) = G(0, 1; y) , (H.813)

and we conclude, that we are not missing any term proportional to ζ2. The important point

to keep in mind is, that the ordering on the variables can make a large impact on the size on

intermediate expressions. Even more, one will often find that only a small number of integration

orders allow for a successful integration.

iv) Perform one of the two remaining two integrations (e.g. in x or y) and outline how you would

perform the last integration.
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Solution. With the above rewriting e.g. the x-integration becomes trivial,

I =
∫
[0,1]2

G

Ç
(x− 1)

1− y
,
1

y
;x

å
dx

x+ 1

dy

y + 1

=
∫
[0,1]2

ï
−G

Ç
1

y
, 1;x

å
+G

Ç
1

y
;
1

y
;x

å ò dx

x+ 1

dy

y + 1

=
∫
[0,1]

ï
−G

Ç
−1,

1

y
, 1;x

å
+G

Ç
−1,

1

y
;
1

y
;x

å ò∣∣∣∣1
0

dy

y + 1

=
∫
[0,1]

ï
G

Ç
−1,

1

y
,
1

y
, 1

å
−G

Ç
−1,

1

y
, 1, 1

å
− 0
ò dy

y + 1
, (H.814)

or if we integrate in y first,

I =
∫
[0,1]2

G

Ç
(x− 1)

1− y
,
1

y
;x

å
dx

x+ 1

dy

y + 1

=
∫
[0,1]2

ï
G(1, x)G(1, y)−G(1, x)G

Ç
1

x
, y

å
+G

Ç
0,

1

x
, y

å
−G

Ç
1,

1

x
, y

å
+G

Ç
1

x
,
1

x
, y

å ò dx

x+ 1

dy

y + 1

=
∫
[0,1]

ï
G(1, x)G(−1, 1, y)−G(1, x)G

Ç
−1,

1

x
, y

å
+G

Ç
−1, 0,

1

x
, y

å
−G

Ç
−1, 1,

1

x
, y

å
+G

Ç
−1,

1

x
,
1

x
, y

å ò∣∣∣∣1
0

dx

x+ 1

=
∫
[0,1]

ï
−G

Ç
−1,

1

x
, 1

å
G(1, x) +G

Ç
−1, 0,

1

x
, 1

å
−G

Ç
−1, 1,

1

x
, 1

å
+G

Ç
−1,

1

x
,
1

x
, 1

å
+

(
log2(2)

2
− π2

12

)
G(1, x)− 0

ò dx

x+ 1
. (H.815)

To perform the remaining integration one would need to do the same we did before: finding a

representation in which the integration variable is only in the argument of the MPLs. This is

a bit more work, since the weight is now 3, however the remaining integral is well behaved and

will integrate to

I = −1

2
log2(2)ζ2 −

3

8
log(2)ζ3 +

1

4
ζ22 . (H.816)

H.61 Different Representations of Elliptic Curves

Consider the elliptic curve,

y2 = (x− ei)(x− ej)(x− ek) , (H.817)

with ei + ej + ek = 0.
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i) Show that by suitable transformation, you can bring it into the form,

y2ij = xij (xij − 1) (xij − λijk) , (H.818)

and determine λijk, xij and yij in terms of x, y, ei, ej and ek. This form is often referred

to as Legendre form and written as

y2 = x(x− 1)(x− λ) . (H.819)

Solution. We see from the Legendre form, that we want a Möbius transformation to

map one root to 0, and one root to 1. So the general transformation which does that is

Mij : x→ xij = (x− ei)/(ej − ei) , (H.820)

which maps ei to 0 and ej to 1. We see that the third root ek gets mapped to λijk =

(ek − ei)/(ej − ei). We can also see the action on the terms separately,

(x− ei) = xij(ej − ei), (x− ej) = (ej − ei)xij − (ej − ei),

(x− ek) = (ej − ei)xij − (ek − ei) . (H.821)

So

y2 = (ej − ei)
3xij(xij − 1)

Ç
xij −

(ek − ei)

(ej − ei)

å
, (H.822)

which tells us yij = y(ej − ei)
−3/2 gives a Legendre form. Starting from the Weierstrass

form, there are six possible Legendre forms which can be obtained by different mappings

of the roots. This is just the action of the permutation group S3 on ei, ej and ek. The

associated λijk are not independent,

λjik = 1− λijk, λikj =
1

λijk
, λjki =

1

1− λijk
, λkij =

λijk − 1

λijk
, λkji =

λijk
λijk − 1

,

(H.823)

which can be helpful if one wants to remap branch-cut structures.

ii) Show that the transformation xij = ξ−2
ij and ηij = yijξ

−3
ij maps the Legendre to the so

called Jacobi form,

η2ij = (1− ξ2ij)(1− λijkξ
2
ij) . (H.824)

Solution. Trivial.
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H.62 Fundamental Algebraic Relation of theWeierstrass

℘-function

i) Prove that the Laurent series for ℘(z) around z = 0 is

℘(z) =
1

z2
+

∞∑
k=1

(2k + 1)G2k+2z
2k . (H.825)

Hint. ∀ z with |z|< ω, expand
1

(z − ω)2
− 1

ω2
as a power series.

Solution. We have

1

(z − ω)2
− 1

ω2
=

1

ω2

Ü
1Å

1− z

ω

ã2 − 1

ê
=

1

ω2

∞∑
k=1

(k + 1)
Å z
ω

ãk
, (H.826)

where we used the derivative of the geometric series,

d

dx

1

1− x
=

1

(1− x)2
=

∞∑
n=1

nxn−1 =
∞∑
n=0

(n+ 1)xn . (H.827)

We substitute it into the definition of the ℘-function,

℘(z) =
1

z2
+

∑
ω∈Λ|ω ̸=0

Ç
1

(z − ω)2
− 1

ω2

å
=

1

z2
+

∑
ω∈Λ|ω ̸=0

1

ω2

∞∑
k=1

(k + 1)
Å z
ω

ãk
, (H.828)

exchange the order of the sums, and use that ℘(−z) = ℘(z). Then only the even powers

of ω contribute

℘(z) =
1

z2
+

∞∑
k=1

∑
w

(2k + 1)
z2k

ω2k+2
. (H.829)

Using the definition of the Eisenstein series,

G2k =
∑
ω∈Λ

ω−2k , (H.830)

we get

℘(z) =
1

z2
+

∞∑
k=1

(2k + 1)G2k+2z
2k . (H.831)
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ii) ∀ z ∈ C \ Λ, prove that

℘′(z)2 = 4℘(z)3 − 60G4℘(z)− 140G6 . (H.832)

Hint. Expand the terms of the relation (H.832) then use holomorphicity and period-

icity to show that eq. (H.832) holds ∀z ∈ C \ Λ.

Solution. Around z = 0,

℘′(z) = − 2

z3
+

∞∑
k=1

(2k + 1)(2k)G2k+2z
2k−1 , (H.833)

i.e.

℘(z) = z−2 + 3G4z
2 + 5G6z

4 + . . . , (H.834)

℘′(z) = −2z−3 + 6G4z + 20G6z
3 + . . . , (H.835)

℘3(z) = z−6 + 9G4z
−2 + 15G6 + . . . , (H.836)

(℘′)2(z) = 4z−6 − 24G4z
−2 − 80G6 + . . . , (H.837)

and we see that around z = 0,

(℘′)2(z) = 4℘3(z)− 60G4℘(z)− 140G6 . (H.838)

Let us now consider the function,

f(z) = (℘′)2(z)−
Ä
4℘3(z)− 60G4℘(z)− 140G6

ä
. (H.839)

It is holomorphic at z = 0, with f(0) = 0. But ℘(z) is an elliptic function (double periodic

℘(z) = ℘(z+w) ∀w ∈ Λ and meromorphic in C) and absolutely and uniformly convergent

on C \ Λ, so f(z) is a double periodic function with the fundamental parallelogram Λ,

which is holomorphic at z = 0 and on C \ Λ. Thus, f(z) is a bounded entire function,

which, by Liouville’s theorem, can only be a constant. The value of the constant is e.g.

determined at z = 0, as we did above: from f(0) = 0 follows f(z) = 0 for all z ∈ C. Which

proves

℘′(z)2 = 4℘(z)3 − 60G4℘(z)− 140G6 . (H.840)

H.63 Period Integrals (Optional)

Consider the elliptic curve in Legendre-form and the periods shown in fig. H.23.
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Figure H.23: The period integrals of an elliptic curve. Dashed lines show parts of the contour which
are on the second Riemann sheet.

We now want to study the period,

Ψ1 =
∫
δ1
η , (H.841)

where η = dy =
dx

√
x
√
λ− x

√
1− x

and assume 0 < λ < 1. Show that this period integral can be

written in terms of the complete elliptic integral of the first kind defined in the lecture.

Solution. The contour δ1 encircles the branch-cut (0, λ) in counter-clockwise direction. If

we now consider gluing the boundary of C, we will get the sphere CP1 with 2 slits, discussed in

the lecture, which is easier for visualizing the transformations we want to perform. Consider now

dragging the contour δ1 behind the sphere, such that it encircles the branch-cut (1,∞) clockwise.

You can of course deform the contour, as long as you don’t cross any branch-cuts.

So the period integral may be written as

Ψ1 =
∫
δ1
η =

1−iϵ∫
∞−iϵ

dy +

∞+iϵ∫
1+iϵ

dy = −
∞−iϵ∫
1−iϵ

dy +

∞+iϵ∫
1+iϵ

dy , (H.842)

where we opened the contour at the endpoints. The first integral is ϵ below the (1,∞) branch cut

and the second one is slightly above. However, the square root has opposite sign above and below

the branch-cut, so we can summarize our integral e.g. as

Ψ1 = −2

∞−iϵ∫
1−iϵ

dy . (H.843)

There is a second point we need to take into account. The argument of the roots,

dx
√
x
√
λ− x

√
1− x

, (H.844)

is negative for x > 1, where we want to integrate. If we want positive arguments for x > 1, we have
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to write

dx
√
x
√
λ− x

√
1− x

=
dx

√
xi
√
x− λi

√
x− 1

= − dx
√
x
√
x− λ ,

√
x− 1

(H.845)

which basically determines on how we decide to evaluate on the real line (y(x) is only defined on C

minus the branch cuts). So we have

Ψ1 = −2

∞−iϵ∫
1−iϵ

dy = 2
∫ ∞

1

dx
√
x
√
x− λ

√
x− 1

= 2
∫ ∞

1

dx»
x(x− λ)(x− 1)

. (H.846)

The last thing we need is the transformation to Jacobi form, x = t−2,

Ψ1 = −4
∫ 0

1

dt»
(1− t2)(1− λt2)

= 4
∫ 1

0

dt»
(1− t2)(1− λt2)

, (H.847)

which gives the complete elliptic integral of the first kind defined in the lecture.

In general, the detailed analysis we performed here will often not be necessary for pure mathe-

matical considerations. There the only thing which is important is, that you have a single valued

determination on C minus the branch-cuts. How you implement it, is only of practical concern.

However in physics we have a defined way on how we approach branch-cuts: it is given by sending

Feynman’s iϵ to 0. If we want to get the correct imaginary parts for Feynman integrals, we have to

be careful with how we perform analytic continuations and how we treat square roots. In particular,

if you have square roots with negative arguments, you will find that the imaginary part assigned by

e.g. Mathematica9 will not be the imaginary part dictated by Feynman prescription.

9It is documented how they compute on branch-cuts and which branch-cuts they take for every function to obtain
a single valued version.
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